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## Motivation

Large Language Models (LLMs) are taking over the world of AI, offering versatile solutions across a spectrum of complex tasks. Despite advancements, current prompting paradigms like Chain-of-Thought (CoT) and Tree of Thoughts (ToT) are restricted by their linear and tree-like structures, limiting the potential for modeling the multifaceted nature of reasoning. Graph of Thoughts (GoT) introduces a novel framework that models LLM reasoning as an arbitrary graph, enabling the integration of diverse thought patterns and transformations beyond the constraints of existing methods. This approach enables the combination of arbitrary LLM thoughts into synergistic outcomes, distilling the essence of whole networks of thoughts, or enhancing thoughts using feedback loops, thereby bringing LLM reasoning closer to human thinking and significantly improving LLM problem-solving capabilities.


Framework
Architecture Overview

## Evaluation

Graph of Operations (GoO) for Sorting 64 Numbers


Keyword Counting and Document Merging Results



