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Á Very simple 

ÁCoordinated Checkpointing 

void take_coordinated_checkpoint(void *data, int size, char* output) 

ÁUncoordinated Checkpointing 

void take_uncoordinated_checkpoint(void *data, int size, char* output) 

 

Á But complex to use 

ÁWhich option? Coordinated, uncoordinated? 

ÁWhere to write files to (HD, SSD, parallel FS)? 
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Fault-tolerance Interfaces 
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Á Evaluate overall scalability of resilience techniques 

ÁFor very large scale systems [PMBSô13] 

 

Á Offer a freely available framework for reproducible work 

ÁProvide traces for key DOE workloads [trace repo] 

ÁEnables cross-validation of results [LSAPô10] 

 

Á Evaluate scalability of uncoordinated checkpoint/restart (uCR) 

for DOE workloads  [SC14] 

Á Identify issues 

Á Investigate solutions 

Clustered checkpointing [SC14] 

Nonblocking collectives [EuroMPIô14] 
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Overall Goal of the Project: Exascale Analysis 

[LSAPô10]: TH, Schneider, Lumsdaine: LogGOPSim - Simulating Large-Scale Applications in the LogGOPS Model  

[PMBSô13]: Widener, Ferreira, Levy, Hoefler: Exploring the effect of noise on the performance benefit of nonblocking allreduce 

[SC14]: Ferreira, Widener, Levy, Arnold, TH: Understanding the Effects of Communication and Coordination on Checkpointing at Scale 

[trace repo]: http://htor.inf.ethz.ch:8888/ 
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Á The effect of happens-before delay chains: 

1. Local checkpoints can have a greater performance impact than message 

logging overheads for uCR; 

2. An application's communication pattern dictates whether uCR checkpoint 

overheads are amplified or absorbed; 

3. Collective communication limits the extent to which the execution run-

ahead of surviving processes actually improves overall application 

execution time. 

 

Á Mitigation strategies: 

1. Checkpoint clustering protocols can be used to improve uCR performance 

2. Nonblocking collective communication 

 

Á Reproducing results: LogGOPSim [LSAPô10,online] 
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Take Away Messages 

[LSAPô10]: TH, Schneider, Lumsdaine: LogGOPSim - Simulating Large-Scale Applications in the LogGOPS Model  

[online]: http://spcl.inf.ethz.ch/Research/Performance/LogGOPSim/ 
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Resilience Today: Coordinated Checkpoint/Restart (cCR) 
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Coordinated Checkpoint/Restart 

Á Dominance due to a number of key assumptions 

 

ÁSome of which may continue to hold true for future systems: 

 

Failure that do not crash the system (SDC) are rare 

Checkpoints used for other purposes (i.e , steering, viz) 

 

ÁSome of which may not: 

 

Application state can be saved and restored much more  

quickly than a system's mean time to interrupt (MTTI) 

The hardware and upkeep (e.g., power) costs of supporting  

frequent checkpointing is a modest portion (currently  

perhaps 10-20%) of the system's overall cost 
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Systems Growing, Decreasing in Reliability  
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Therefore Coordinated CR will not Scale 

Node MTBF: 25 years, Checkpoint/Restart Time: 5 minutes,  

Checkpoint Frequency: Optimal interval due to Young, walltime due to Daly  
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Uncoordinated Checkpointing to the Rescue 

PROCESS 3 
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PROCESS 4 
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Á Advantages: 

ÁEach node checkpoints independently, reducing expensive synchronization 

and possible resource contention 

ÁUpon failure, only failed nodes restart rather than all nodes (may save 

power) 

 

Á Drawbacks: 

ÁPotentially expensive message logging protocols needed to ensure 

checkpoint consistency 
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uCR to the Rescue (contôd) 
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Á Send Determinism [IPDPSô11]  

ÁCommon deterministic property of applications that can be exploited to 

minimize message logging volume  

Á Hierarchical (clustered) Checkpointing [IPDPSô12] 

 

 

 

 

 

 

 

Á Demand checkpointing [HPDCô14] 

ÁReduce log size by forcing other processes to checkpoint 

 

Related Work on Reducing Message Log Sizes 

[IPDPSô11]: Guermouche, Ropars, Brunet, Snir, Cappello: Uncoordinated Checkpointing Without Domino Effect for Send-Deterministic MPI Applications 

[IPDPSô12]: Guermouche, Ropars, Snir, Cappello: HydEE: Failure Containment without Event Logging for Large Scale Send-Deterministic MPI Applications 

[HPDCô14]: M. Besta, TH: Fault Tolerance for Remote Memory Access Programming Models 

Å cCR within a cluster 

 

Å uCR across clusters 

 

Å Only messages crossing 

clusters need to be logged 
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As storage bandwidth increases, uCR 

checkpoint overheads dominate 

CTH @ 64K Processes LAMMPS @ 64K Processes 

Our Focus: uCR local checkpoint overheads  
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Á Question I: How does uCR perform at large scale? 

 

Á Question II: How does uCR compare with cCR at scale? 

 

Á Question III: What applications characteristics contribute to 

uCRôs performance? 

 

Á Question IV: How can we improve uCR performance? 
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Questions to Consider 
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Á LogGOPSim-based simulation toolkit 

ÁLogP-based simulator [LSAPô10] 

ÁPreviously validated accurate for both  

cCR and uCR [PMBSô13] 

ÁFeed in application traces and overheads  

due to resilience mechanisms, get out  

per-node wall times 

Á Increased scale achieved through trace extrapolation functionality 

 

Á Extrapolation details: 

ÁCollectives: Extrapolated accurately based on node count using well 

known algorithms 

ÁPoint-to-point: Approximated using a weak-scaling application model 
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Our Approach: Simulation   

[LSAPô10]: TH, Schneider, Lumsdaine: LogGOPSim - Simulating Large-Scale Applications in the LogGOPS Model  

[SC10]: TH, Schneider, Lumsdaine: Characterizing the Influence of System Noise on Large-Scale Applications by Simulation 

[PMBSô13]: Widener, Ferreira, Levy, Hoefler: Exploring the effect of noise on the performance benefit of nonblocking allreduce 

 

[SC10] 
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LogGOPSim Extensions: In-Memory Extrapolation (size) 
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[PMBSô13]: Widener, Ferreira, Levy, Hoefler: Exploring the effect of noise on the performance benefit of nonblocking allreduce 
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LogGOPSim Extensions: In-Memory Extrapolation (time) 
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[PMBSô13]: Widener, Ferreira, Levy, Hoefler: Exploring the effect of noise on the performance benefit of nonblocking allreduce 
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LogGOPSim State of the Art Performance 

[JPDCô14]: Casanova et al.: Versatile, Scalable, and Accurate Simulation of Distributed Applications and Platforms. 

[LSAPô10]: TH, Schneider, Lumsdaine: LogGOPSim - Simulating Large-Scale Applications in the LogGOPS Model  

 

Source: [JPDCô14] 

[JPDCô14] 

[LSAPô10] 
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LogGOPSim Extensions: Performance 
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[PMBSô13]: Widener, Ferreira, Levy, Hoefler: Exploring the effect of noise on the performance benefit of nonblocking allreduce 
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Á Model of failure-free coordinated checkpointing 

ÁLAMMPS within 1% 

ÁCTH within 3% (see below) 

 

Accuracy validation: analytic model 
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[PMBSô13]: Widener, Ferreira, Levy, Hoefler: Exploring the effect of noise on the performance benefit of nonblocking allreduce 
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Á Tests with coordinated & uncoordinated checkpointing 

ÁLAMMPS within 5% 

ÁCTH within 16% (coordinated checkpointing results shown) 

 

Validation: small-scale testing 
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[PMBSô13]: Widener, Ferreira, Levy, Hoefler: Exploring the effect of noise on the performance benefit of nonblocking allreduce 
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Overheads due to Analogy with OS ñJitterò cf. [SC10]  
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Key Insight: Model uCR as Application Jitter 

[SC10]: TH, Schneider, Lumsdaine: Characterizing the Influence of System Noise on Large-Scale Applications by Simulation 
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Á Differences between OS noise [SC10] and resilience noise 

[PMBSô13] 

ÁResilience events order magnitude larger than typical OS interference 

events. 

ÁNoise playback is synchronous with application unlike asynchronous OS 

noise. 
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Our Approach (contôd) 

[SC10]: TH, Schneider, Lumsdaine: Characterizing the Influence of System Noise on Large-Scale Applications by Simulation 

[PMBSô13]: Widener, Ferreira, Levy, Hoefler: Exploring the effect of noise on the performance benefit of nonblocking allreduce 

 

[SC10] 


