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Á This is an experience talk (paper published at SC 15 ïState of the Practice)!

ÁExplained in SC15 FAQ: 

ñgeneralizable insights as gained from experiences with particular HPC 

machines/operations/applications/benchmarks, overall analysis 

of the status quo of a particular metric of the entire field or 

historical reviews of the progress of the field.ò

ÁDonôt expect novel insights

Given the papers I read, much of what I say may be new for many

Á My musings shall not offend anybody

ÁEverything is (now) anonymized

Á Criticism may be rhetorically exaggerated

ÁWatch for tropes!

Á This talk should be entertaining!
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Á Reproducibility ïidentical results/conclusions with identical data and method

Á Replicability ïnon-identical but similar results/conclusions with similar data and 

method
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Terminology

PNAS, Feb. 2015

ñIn the good old days physicists repeated each otherôs 

experiments, just to be sure. Today they stick to 

FORTRAN, so that they can share each otherôs 

programs, bugs included.ò ïEdsger Dijkstra (1930-

2002), Dutch computer scientist, Turing Award 1972


