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Á This is an experience talk (published at SC 15 ïState of the Practice)!

ÁExplained in SC15 FAQ: 

ñgeneralizable insights as gained from experiences with particular HPC 

machines/operations/applications/benchmarks, overall analysis 

of the status quo of a particular metric of the entire field or 

historical reviews of the progress of the field.ò

ÁDonôt expect novel insights

Given the papers I read, much of what I say may be new for many

Á My musings shall not offend anybody

ÁEverything is (now) anonymized

Á Criticism may be rhetorically exaggerated

ÁWatch for tropes!

Á This talk should be entertaining!
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Disclaimer(s)
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Á We are all interested in High Performance Computing

ÁWe (want to) see it as a science ïreproducing experiments is a major pillar of the scientific method

Á When measuring performance, important questions are

ÁñHow many iterations do I have to run per measurement?ò

ÁñHow many measurements should I run?ò

ÁñOnce I have all data, how do I summarize it into a single number?ò

ÁñHow do I compare the performance of different systems?ò

ÁñHow do I measure time in a parallel system?ò

Áé

Á How are they answered in the field today?

ÁLet me start with a little anecdote é a reaction to this paper J
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How does Garth measure and report performance?
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Á Original findings:

Á If carefully tuned, NBC speeds up a 3D solver

Full code published

Á8003 domain ï4 GB (distributed) array

1 process per node, 8-96 nodes

Opteron 246 (old even in 2006, retired now)

ÁSuper-linear speedup for 96 nodes

~5% better than linear

Á 9 years later: attempt to reproduce J!

System A: 28 quad-core nodes, Xeon E5520

System B: 4 nodes, dual Opteron 6274

ñNeither the experiment in A nor the one in B could 

reproduce the results presented in the original paper, 

where the usage of the NBC library resulted in a 

performance gain for practically all node counts, 

reaching a superlinear speedup for 96 cores (explained 

as being due to cache effects in the inner part of the 

matrix vector product).ò
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Á Stratified random sample of three top-conferences over four years

ÁHPDC, PPoPP, SC (years: 2011, 2012, 2013, 2014)

Á10 random papers from each (10-50% of population)

Á120 total papers, 20% (25) did not report performance (were excluded)
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State of the Practice in HPC

Á Main results:

1. Most papers report details about the hardware but fail to describe the software environment.

Important details for reproducibility missing

2. The average paperôs results are hard to interpret and easy to question

Measurements and data not well explained

3. No statistically significant evidence for improvement over the years L

Á Our main thesis:

Performance results are often nearly impossible to reproduce! Thus, we need to provide enough 

information to allow scientists to understand the experiment, draw own conclusions, assess their 

certainty, and possibly generalize results.

This is especially important for HPC conferences and activities such as the Gordon Bell award!



spcl.inf.ethz.ch

@spcl_eth

Yes, this is a 

garlic press!

Well, we all know this - but do we really know how to fix it?
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1991 ïthe classic!

2012 ïthe shocking

2013 ïthe extension


