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Hierarchical Sparse Networks are Ubiquitous

A Large-scale systems are built with low-dimensional
network topologies

A E.g., 3d-torus Jaguar (18k nodes), =1

N
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b e
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_ Node card
“ (16 compute cards)
= Compute card
two nodes)

Node

A Number of nodes grows (~100k-1M for Exascale)
A Will rely on fixed arity switches
U Diameter increases
U Bisection bandwidth decreases (in relative terms)
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Application Communication Patterns

A Scalable communications are sparse!
A E.g., 2d FFT decomposition
A Most patterns have spatial locality

A Trivial mapping of processes to nodes often fails
to take advantage of locality
A E.g., linear mapping of a 3d grid onto a

hierarchical (e.g., multicore) network
(should use sub-cubes)
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Topology Mapping - State of the Art

A Problem has been analyzed for mapping Cartesian
topol ogies [ Yub606, Bhat el

A But communication network might have complex
structure (failed | i1nks,

A And application likely to be non-Cartesian too (AMR)

A The general problem has not been studied much
AWe show t hcampletet 6 s NP
AAl so consider heterogene
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Terms and Conventions

A Application communication pattern is modeled as
weighted graph G = (Vg, wg)
AVg is the set of processes
Awg represents the communication volume
A Physical network is# = (Va, Cu, cn, R)
AV set of physical nodes
AC3(u) number of PEs in node u € Vy
Acy(u,v) link capacity (bandwidth) of link (u,v) € Vi X Vi
ARy set of routes (may be multiple routes from u to V)
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Topology Mapping Metrics

A Topology Mapping T': Vg — Vi
A Average dilation (|p| = length of path p)
A Dilation(uv) = 3 prurw) Ru(L(@)I'(v))(p) - [p]
A Dilation(T') = 3=, v, wg(uv) - Dilation(uv)
Alhaverage path |l ength thr
A Worst-case congestion (cf. paper for equation)

Adicongestion of a | ink is
AR w o-case congestion is the maximum congestion
on any |l i1 nk I n the networ
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Meaning of the Metrics

AWorstcase congestion (or |
A Lower bound on the communication time
A Measure of performance

AAverage dilation (or jus
A Number of transceivers involved in communication
A Measure for power consumption
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Assumptions and Practical Issues

A Assumptions:
1. Infinite bandwidth for intra-node communication
2. Dilation=0 for intra-node communication
3. Nonblocking (full-bandwidth) switches
4. Oblivious routing with fixed routing algorithm

A Practical Issues:
1. Process communication pattern is defined once
2. Processes are mapped once
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Example Mappings
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Topology Permutation Mapping

A Application topologies G are often only known
during runtime

A Prohibits mapping before allocation

A Batch-systems also have other constraints!
A MPI-2.2 defines interface for re-mapping

A Scalable process topology graph &

A Permutes ranks in communicator |

AReturns fdbettetotheyser mut at

A User can re-distribute data and use °

-
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Topology Mapping is NP-complete

A Reduction to MINIMUM CUT INTO BOUNDED
SETS [ND17 in Garey&Johnson]

A Intuition:
AAssume host graph is fidur

i@li 3 iQi

A Any mapping defines a partition of the application
graph into two equal sizes

A Must minimize the edge-cut for optimal congestion
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Mapping Heuristics (1/3)

1. Simple Greedy
A Start at some vertex in H
A Map heaviedft vertex in
A Runtime: O(|Vg| - (|Ex| + [Va|log [V + [Vg| log |Vg|))
2. Recursive Bisection
A Recursively cut H and U into minimal bisections

A Map vertices in § to vertices in H
A Runtime: O(|Eg|log(|Vg|) + |Ex| - |Vg])
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Mapping Heuristics (2/3)

3. Graph Similarity
Cuthill McKee
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