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A SIGINT in time saves a kill -9
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Á True or false (raise hand)

ÁSpooling can be used to improve access times

ÁBuffering can cope with device speed mismatches

ÁThe Linux kernel identifies devices using a single number

ÁFrom userspace, devices in Linux are identified through files

ÁStandard BSD sockets require two or more copies at the host

ÁNetwork protocols are processed in the first level interrupt handler

ÁThe second level interrupt handler copies the packet data to userspace

ÁDeferred procedure calls can be executed in any process context

ÁUnix mbufs (and skbufs) enable protocol-independent processing

ÁNetwork I/O is not performance-critical

ÁNAPIôs design aims to reduce the CPU load

ÁNAPI uses polling to accelerate packet processing

ÁTCP offload reduces the server CPU load

ÁTCP offload can accelerate applications
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Our small quiz
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Receive-side scaling

Á Observations:

ÁToo much traffic for one core to handle

ÁCores arenôt getting any faster

Ý Must parallelize across cores

Á Key idea: handle different flows on different cores

ÁBut: how to determine flow for each packet?

ÁCanôt do this on a core: same problem!

Á Solution: demultiplex on the NIC

ÁDMA packets to per-flow buffers / queues

ÁSend interrupt only to core handling flow
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Receive-side scaling
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Receive-side scaling

Á Can balance flows across cores

ÁNote: doesnôt help with one big flow!

Á Assumes:

Án cores processing m flows is faster than one core

Á Hence: 

ÁNetwork stack and protocol graph must scale on a multiprocessor.

Á Multiprocessor scaling: topic for later (see DPHPC class)
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Virtual Machine Monitors
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Literature: Barham et al.: Xen and the art of virtualization

and Anderson, Dahlin: Operating Systems: Principles and 

Practice, Chapter 14
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Virtual Machine Monitors

Á Basic definitions

Á Why would you want one?

Á Structure

Á How does it work?

ÁCPU

ÁMMU

ÁMemory

ÁDevices

ÁNetwork
Å Acknowledgement:

Thanks to Steve 

Hand for some of 

the slides!
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What is a Virtual Machine Monitor?

Á Virtualizes an entire (hardware) machine

ÁContrast with OS processes

ÁInterface provided is ñillusion of real hardwareò

ÁApplications are therefore complete Operating Systems themselves

ÁTerminology: Guest Operating Systems

Á Old idea: IBM VM/CMS (1960s)

ÁRecently revived: VMware, Xen, Hyper-V, kvm, etc.
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VMMs and hypervisors
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Why would you want one?

Á Server consolidation (program assumes own machine)

Á Performance isolation

Á Backward compatibility

Á Cloud computing (unit of selling cycles)

Á OS development/testing

Á Something under the OS: replay, auditing, trusted computing, 

rootkits
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Running multiple OSes on one machine

Á Application 
compatibility
Á I use Debian for 

almost everything, 
but I edit slides in 
PowerPoint

ÁSome people 
compile Barrelfish in 
a Debian VM over 
Windows 7 with 
Hyper-V 

Á Backward 
compatibility
ÁNothing beats a 

Windows 98 virtual 
machine for playing 
old computer games
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Server consolidation

Á Many applications 

assume they have 

the machine to 

themselves

Á Each machine is 

mostly idle

Ý Consolidate 

servers onto a 

single physical 

machine
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Resource isolation

Á Surprisingly, 

modern OSes do 

not have an 

abstraction for a 

single application

Á Performance 

isolation can be 

critical in some 

enterprises

Á Use virtual 

machines as 

resource 

containersReal hardware
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Cloud computing

Á Selling computing 

capacity on 

demand 

ÁE.g., Amazon EC2, 

GoGrid, etc.

ÁElasticity!

Á Hypervisors  

decouple allocation

of resources (VMs) 

from provisioning

of infrastructure 

(physical 

machines)
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