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Á I try to indicate book chapters

ÁBut this will not be complete (no book covers 100%)

ÁSo consider it a rough approximation

ÁLast lecture OSPP Sections 3.1 and 4.1

Á Lecture recording

Áhttp://www.multimedia.ethz.ch/lectures/infk/2013/spring/252-0062-00L

ÁContent of the OS part did not change

Á Please let me know if you find the quick quiz silly!
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Á True or false (raise hand)

ÁA process has a virtual CPU 

ÁA thread has a virtual CPU

ÁA thread has a private set of open files

ÁA process is a resource container

ÁA context switch can be caused by a thread

ÁWhen a process calls a blocking I/O, it is put into runnable state

ÁA zombie is a dead process waiting for its parent

ÁSimple user-level threads run efficiently on multiprocessors

ÁA device can trigger a system call

ÁA device can trigger an upcall

ÁUnix fork() starts a new program

ÁWindows CreateProcess starts a new program

ÁA buggy process can overwrite the stack of another process

ÁUser-level threads can context switch without a syscall

ÁThe scheduler always runs in a kernel thread

A Small Quiz
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Last time

Á Process concepts and lifecycle

Á Context switching

Á Process creation

Á Kernel threads

Á Kernel architecture

Á System calls in more detail

Á User-space threads 

Á This time

ÁOSPP Chapter 7
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Scheduling isé

Deciding how to allocate a single resource among multiple clients

Á In what order and for how long

Á Usually refers to CPU scheduling

ÁFocus of this lecture ïwe will look at selected systems/research

ÁOS also schedules other resources (e.g., disk and network IO)

Á CPU scheduling involves deciding:

ÁWhich task next on a given CPU?

ÁFor how long should a given task run?

ÁOn which CPU should a task run?

Task: process, thread, domain, dispatcher, é 
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Scheduling

Á What metric is to be optimized?

ïFairness (but what does this mean?)

ïPolicy (of some kind)

ïBalance/utilization (keep everything being used)

ï Increasingly: Power (or Energy usage)

Á Usually these are in contradictioné
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Á General:

ÁFairness

ÁEnforcement of policy

ÁBalance/utilization

Á Others depend on workload, or architecture:

ÁBatch jobs, interactive, realtime and multimedia

ÁSMP, SMT, NUMA, multi-node

Objectives
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Challenge: Complexity of scheduling algorithms

Á Scheduler needs CPU to decide what to schedule

ÁAny time spent in scheduler is ñwastedò time

ÁWant to minimize overhead of decisions 

To maximize utilization of CPU

ÁBut low overhead is no good if your scheduler picks the 

ñwrongò things to run!

Ý Trade-off between:

scheduler complexity/overhead and

quality of resulting schedule
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Challenge: Frequency of scheduling decisions

Á Increased scheduling frequency 

Ý increasing chance of running something different

Leads to higher context switching rates, 

Ý lower throughput

ÁFlush pipeline, reload register state

ÁMaybe flush TLB, caches

ÁReduces locality (e.g., in cache)
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Batch workloads

Å ñRun this job to completion and tell me when youôre doneò

ïTypical mainframe or supercomputer use-case

ïUsed in large clusters of different sorts é

Å Goals:

ïThroughput (jobs per hour)

ïWait time (time to execution)

ïTurnaround time (submission to termination)

ïUtilization (donôt waste resources)
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Example: Supercomputer batch system

11more: http://spcl.inf.ethz.ch/Teaching/2015-dphpc/


