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ADRIAN PERRIG & TORSTEN HOEFLER

Networks and Operating Systems (252-0062-00)
Chapter 3: Scheduling
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Image (c) 2007 Shuets Udono [CC BY-SA 2.0] via Wikimedia Commons

New submitter robertchin writes "Michael Barr recently testified in the Bookout v. Toyota Motor Corp lawsuit that the likely
cause of unintentional acceleration in the Toyota Camry may have been caused by a stack overflow. Due to recursion
overwriting critical data past the end of the stack and into the real time operating system memory area, the throttle was left
in an open state and the process that controlled the throttle was terminated. How can users protect themselves from
sometimes life endangering software bugs?" Source: SIaShdot Feb. 2014
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Administrivia

A Itry to indicate book chapters
A But this will not be complete (no book covers 100%)
A So consider it a rough approximation
A Last lecture OSPP Sections 3.1 and 4.1

A Lecture recording
A http://www.multimedia.ethz.ch/lectures/infk/2013/spring/252-0062-00L
A Content of the OS part did not change

A Please let me know if you find the quick quiz silly!


http://www.multimedia.ethz.ch/lectures/infk/2013/spring/252-0062-00L
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A Small Quiz

A True or false (raise hand)
A A process has a virtual CPU
A Athread has a virtual CPU
A Athread has a private set of open files
A A process is a resource container
A A context switch can be caused by a thread
A When a process calls a blocking 1/O, it is put into runnable state
A A zombie is a dead process waiting for its parent
A Simple user-level threads run efficiently on multiprocessors
A A device can trigger a system call
A A device can trigger an upcall
A Unix fork() starts a new program
A Windows CreateProcess starts a new program
A Abuggy process can overwrite the stack of another process
A User-level threads can context switch without a syscall
A The scheduler always runs in a kernel thread
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Last time

Process concepts and lifecycle
Context switching

Process creation

Kernel threads

Kernel architecture

System calls in more detalil
User-space threads

D> D> D> D> D> D

>\

This time
A OSPP Chapter 7
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Schedul i ng 1 sé

Deciding how to allocate a single resource among multiple clients
A In what order and for how long

A Usually refers to CPU scheduling
A Focus of this lecture i we will look at selected systems/research
A OS also schedules other resources (e.g., disk and network 10)

A CPU scheduling involves deciding:
A Which task next on a given CPU?
A For how long should a given task run?
A On which CPU should a task run?

Task: process, thread, domain, dispatcher, é
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2

Scheduling

A What metric is to be optimized?
I Fairness (but what does this mean?)
i Policy (of some kind)
i Balance/utilization (keep everything being used)
I Increasingly: Power (or Energy usage)

A Usually these are in contradictio
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Objectives

A General:
A Fairness
A Enforcement of policy
A

Balance/utilization

A Others depend on workload, or architecture:
A Batch jobs, interactive, realtime and multimedia

Ve

A SMP, SMT, NUMA, multi-node
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2

Challenge: Complexity of scheduling algorithms

A Scheduler needs CPU to decide what to schedule
AAny time spent in scheduler is fwas:t
A Want to minimize overhead of decisions
To maximize utilization of CPU

A But low overhead is no good if your scheduler picks the
Awrongo things to run!

Y Trade-off between:
scheduler complexity/overhead and
guality of resulting schedule
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Challenge: Frequency of scheduling decisions

A Increased scheduling frequency
Y increasing chance of running something different

Leads to higher context switching rates,
Y lower throughput
A Flush pipeline, reload register state
A Maybe flush TLB, caches
A Reduces locality (e.g., in cache)
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Batch workloads

A iRun this job to completion and t
I Typical mainframe or supercomputer use-case
i Used in | arge clusters of different

A Goals:
I Throughput (jobs per hour)
I Wait time (time to execution)
i Turnaround time (submission to termination)
i Utilization (dondét waste resources)

10
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Example: Supercomputer batch system

more: http://spcl.inf.ethz.ch/Teaching/2015-dphpc/ 11



