
§9 Benchmarks for RLMs

Reasoning Language Model (RLM):  What is it and how to build one?

Basics of RLMs

§2.1-§2.2 History & main 
pillars of RLMs

§2.3-§2.4 Different 
categories of RLMs

Essence of RLMs Blueprint of RLMs

§3 Essence of RLMs: 
an overview and the 
most important 
details of the RLM 
architecture

§4 Blueprint: a toolbox with ingredients to build various RLMs

Appendix C-D Algorithic formula�ons of RLMs: how different 
parts of RLMs work in detail, facilita�ng implementa�on

Appendix B Details on value and reward models

Appendix A Mathema�cal specifica�ons of RLMs

§5 How exis�ng schemes compare to the blueprint

§7.5 Enabling efficient scaling,
modern cloud deployments

§7.6 Example analyses

§8 Example insights for
building effec�ve RLMs

§6 Hints on how to use the blueprint for user's applica�on

§7 Design of the x1 
framework: how to easily
implement and experiment 
with RLM designs

x1 Framework & Insights

Fig. 2 History of RLMs

Fig. 3 Pillars and categories 
of RLMs

Fig. 4 An overview 
and details of the 
inference, training, 
and data genera�on 
pipelines of RLMs

Fig. 5 Toolbox overview TABLE 1 RLM comparison

Fig. 1: Summary of the contributions made by this paper. The x1 framework can be found at https://github.com/spcl/x1

1

Reasoning Language Models: A Blueprint
Maciej Besta1†, Julia Barth1, Eric Schreiber1, Ales Kubicek1, Afonso Catarino1, Robert Gerstenberger1,

Piotr Nyczyk2, Patrick Iff1, Yueling Li3, Sam Houliston1, Tomasz Sternal1, Marcin Copik1, Grzegorz
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Abstract—Reasoning language models (RLMs), also known as Large Reasoning Models (LRMs), such as OpenAI’s o1 and o3,
DeepSeek-V3, and Alibaba’s QwQ, have redefined AI’s problem-solving capabilities by extending large language models (LLMs) with
advanced reasoning mechanisms. Yet, their high costs, proprietary nature, and complex architectures—uniquely combining
Reinforcement Learning (RL), search heuristics, and LLMs—present accessibility and scalability challenges. To address these, we
propose a comprehensive blueprint that organizes RLM components into a modular framework, based on a survey and analysis of all
RLM works. This blueprint incorporates diverse reasoning structures (chains, trees, graphs, and nested forms), reasoning strategies
(e.g., Monte Carlo Tree Search, Beam Search), RL concepts (policy, value models and others), supervision schemes (Outcome-Based
and Process-Based Supervision), and other related concepts (e.g., Test-Time Compute, Retrieval-Augmented Generation, agent
tools). We also provide detailed mathematical formulations and algorithmic specifications to simplify RLM implementation. By showing
how schemes like LLaMA-Berry, QwQ, Journey Learning, and Graph of Thoughts fit as special cases, we demonstrate the blueprint’s
versatility and unifying potential. To illustrate its utility, we introduce x1, a modular implementation for rapid RLM prototyping and
experimentation. Using x1 and a literature review, we provide key insights, such as multi-phase training for policy and value models,
and the importance of familiar training distributions. Finally, we discuss scalable RLM cloud deployments and we outline how RLMs can
integrate with a broader LLM ecosystem. Our work demystifies RLM construction, democratizes advanced reasoning capabilities, and
fosters innovation, aiming to mitigate the gap between “rich AI” and “poor AI” by lowering barriers to RLM design and experimentation.

Index Terms—Reasoning Language Model, Large Reasoning Model, Survey of Reasoning Language Models, Survey of RLMs, RLM,
LRM, Reasoning LLMs, Reinforcement Learning for LLMs, MCTS for LLMs, Large Language Model, LLM, Generative AI.

✦

1 INTRODUCTION

Reasoning Language Models (RLMs), such as OpenAI’s
o1 [116], o3 [76], and Alibaba’s QwQ [148], also referred to
as Large Reasoning Models (LRMs)1, represent a transfor-
mative breakthrough in AI, on par with the advent of Chat-
GPT [114]. These advanced systems have fundamentally re-
defined AI’s problem-solving capabilities, enabling nuanced
reasoning, improved contextual understanding, and robust
decision-making across a wide array of domains, reshaping
science [45], industries [21], governance [52], and numerous
other aspects of human life [46], [75], [80], [143], [144].
By extending the capabilities of standard large language

1We use the term “Reasoning Language Model” instead of “Large
Reasoning Model” because the latter implies that such models are
always large. This does not necessarily have to be the case – as a
matter of fact, smaller RLM can outperform larger LLMs [56].

models (LLMs) with sophisticated reasoning mechanisms,
RLMs have emerged as the new cornerstone of cutting-edge
AI, bringing us closer to AGI.

However, the high cost and proprietary nature of state-
of-the-art RLMs, such as those developed by OpenAI, risk
exacerbating the divide between “rich AI” and “poor AI”,
raising significant concerns about accessibility and equity.
Even the publicly available QwQ only comes with its model
weights, and Alibaba does not disclose details about their
training or data generation methodologies. Businesses and
individuals unable to afford these advanced systems face a
growing disadvantage, threatening to stifle innovation and
reinforce systemic inequities. As RLMs become integral to
critical applications, from healthcare to science, manage-
ment, and beyond, it is imperative to address these dis-
parities and ensure that the benefits of advanced reasoning
capabilities are broadly accessible.
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Fig. 2: The history of RLMs. This class of models has been the result of the development of three lines of works: (1) Reinforcement Learning based models such as
AlphaZero [134], (2) LLM and Transformer based models such as GPT-4o [115], and (3) the continuous growth of compute power and data processing capabilities of
supercomputers and high performance systems.

The technical foundations of RLMs remain opaque and
complex, compounding the accessibility challenge. Emerg-
ing analyses suggest that their design likely integrates el-
ements such as Monte Carlo Tree Search (MCTS) or Beam
Search, reinforcement learning (RL), process-based super-
vision (PBS) [88], [88], [151], [151], and advanced in-context
learning (ICL) techniques like Chain-of-Thought (CoT) [160]
or Tree of Thoughts (ToT) [169], and possibly even retrieval-
augmented generation (RAG) [13], [57], [83], [84].

Additionally, these architectures employ multiple spe-
cialized subcomponents—such as synthetic data generation
engines and policy, value, and reward models—trained
through some form of novel loss functions and possibly sev-
eral fine-tuning schemes. However, the intricate interplay of
these components and their integration into a cohesive and
effective architecture remains poorly understood. Here, the
“holy-grail question” is: what is the detailed design of an RLM
and how to make it simultaneously achieve effectiveness (i.e., high
accuracy in delivered answers), low cost, and scalability?

To help answer this question and to address the above
challenges, we propose a comprehensive blueprint for
constructing, analyzing, and experimenting with RLMs
(contribution #1; a roadmap of all the contributions and the
paper is in Figure 1). Our approach identifies and crystal-
lizes the fundamental building blocks of RLMs, organizing
them into a cohesive framework. This blueprint is presented
with increasing levels of granularity, starting from high-
level overview, finishing at low-level details that can be
directly harnessed when implementing. Further, to max-

imize the clarity and comprehensiveness, we present the
blueprint using three perspectives: (1) architecture diagrams
and descriptions, (2) detailed mathematical formulations,
and (3) in-depth algorithmic specifications. By employing
these complementary perspectives, we aim to provide a
clear and actionable guide for developing RLMs tailored to
specific applications, settings, and constraints.

Our blueprint comprehensively encompasses the poten-
tial building blocks of RLMs, offering a flexible and modular
framework. It incorporates a variety of reasoning structures,
such as chains, trees, graphs, and even higher-order struc-
tures such as hierarchical (or nested) trees, along with nu-
merous operations that transform and advance the reason-
ing process. The blueprint supports different granularities
of reasoning steps, ranging from individual tokens to full
sentences or structured segments. Additionally, it enables
diverse training schemes, including Outcome-Based Super-
vision (OBS) and PBS, and the related Outcome & Process
Reward Models (ORMs & PRMs). Next, in order to illustrate
the capability of the blueprint to accommodate novel design
ideas, we describe several novel schemes and how they
fit within the blueprint. One such example is Trace-Based
Supervision (TBS), which extends PBS by incorporating
labeled traces of traversal paths through entire reasoning
structures, rather than just linear chains of reasoning steps.
By unifying all these components, our blueprint serves as
a versatile toolbox for constructing RLMs—ranging from
simple models to sophisticated designs—tailored to specific
reasoning tasks and performance objectives.
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Fig. 3: Hierarchy of language models (right) and the three pillars of RLMs (left).

We conduct a broad analysis of existing reasoning
schemes (contribution #2), demonstrating how they fit into
our blueprint as special cases. This analysis encompasses
not only standard MCTS and reinforcement learning-based
designs, such as LLaMA-Berry [177], but also models like
QwQ [148]. Additionally, we include paradigms diverging
from standard MCTS, such as Journey Learning [119] or
Beam Search, which redefines reasoning through implicit
long-chain structures, and advanced structured prompt-
ing techniques like CoT [160], ToT [169], and Graph of
Thoughts [9]. We also consider reasoning utilities such as
Retrieval-Augmented Generation (RAG) and data stores,
tools, and others. By mapping these diverse approaches to
one blueprint, we showcase its versatility and expressive
power, highlighting its ability to unify a wide range of
reasoning methodologies within a coherent framework.

To demonstrate the utility of our framework, we in-
troduce x1, a modular and user-friendly implementation2

designed to simplify the process of developing and exper-
imenting with new RLM architectures, covering not only
training and inference, but also synthetic data generation
(contribution #3). We design x1 to facilitate supporting var-
ious optimizations, design decisions, and overall scalability,
such as batch processing, making it a well-suited founda-
tion of experimentation infrastructure. We also discuss key
aspects of deployment in cloud environments, ensuring that
x1 can be seamlessly integrated into modern infrastructure
for both research and production use cases.

By providing both theoretical insights and practical
tools, this work aims to democratize access to advanced
RLMs, enabling researchers and practitioners to design,
train, and deploy sophisticated reasoning models with re-
duced complexity and cost. Our blueprint offers a clear and
adaptable framework that lowers the barriers to entry, fos-
tering broader experimentation and innovation. Addition-
ally, the modular implementation of x1 serves as a founda-
tion for rapid prototyping and large-scale experimentation,
empowering users to explore new reasoning paradigms and

2https://github.com/spcl/x1

optimize performance across diverse applications. By bridg-
ing the gap between conceptual advancements and practical
implementations, this work seeks to accelerate progress in
the field, unlock new possibilities for intelligent systems
across research, industry, and education, and to mitigate the
risk of the growing gap between “rich AI” and “poor AI”.

2 EVOLUTION & FOUNDATIONS OF RLMS

We first summarize the evolution and foundations of rea-
soning language models. Figure 2 shows an overview of the
history of the development of these models.

2.1 Basic Pillars of Reasoning LMs
The development of reasoning-capable LLMs represents a
convergence of three critical threads: (1) advances in LLMs
such as GPT-4, (2) RL designs such as AlphaZero, and (3)
High-Performance Computing (HPC) resources. Together,
these threads have shaped models capable of efficient Sys-
tem 2 Thinking – a level of reasoning that combines explicit
deliberation with novel problem-solving abilities, distinct
from the intuitive, fast, and automatic heuristics of System 1
Thinking. Figure 2 compares example designs in these pillars
while Figure 3 (left side) further discusses the details of
these pillars.

2.1.1 Large Language Models: A Reservoir of Knowledge
LLMs such as GPT-4o [115] or Llama [54] represent an
extraordinary leap in the field of AI, constituting a vast
repository of world knowledge encoded directly in their
weights. Trained on huge corpora of text from diverse
sources, LLMs are capable of understanding and generating
human language with remarkable fluency. However, their
reasoning abilities largely align with the fast, automatic, and
intuitive System 1 Thinking. While they can generate co-
herent responses and even perform simple reasoning tasks,
LLMs have limitations. The reasoning they exhibit is often
shallow, rooted in the simple mechanism of predicting the
next most probable token in a sequence rather than engag-
ing in explicit problem-solving or structured analysis. While

https://github.com/spcl/x1
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LLMs may generate plausible-sounding solutions to a prob-
lem, these outputs are the result of statistical language mod-
eling rather than a deliberate, iterative reasoning process.
This distinction highlights the need for integrating more
advanced mechanisms capable of explicit reasoning into AI
systems—paving the way for hybrid designs that combine
the knowledge-rich foundation of LLMs with structured
reasoning methodologies.

2.1.2 Reinforcement Learning: Exploring and Innovating
RL has historically provided a framework for decision-
making and exploration in environments where an agent
must learn optimal strategies through trial and error. Land-
mark systems like AlphaZero [134] and a long line of others
such as AlphaGo [133] or MuZero [130] demonstrated the
profound potential of RL by achieving superhuman per-
formance in games such as chess, shogi, and Go. Unlike
traditional AI systems, AlphaZero began with no embedded
domain knowledge. Instead, it mastered these games purely
through self-learning, discovering novel strategies that even
human experts had not considered.

One of the most striking examples of RL’s innovative
capacity came during an AlphaZero match, where the sys-
tem made a move initially deemed a mistake by human
observers. This move [105] later proved to be both sur-
prising and strategically brilliant, illustrating the capacity
of RL agents to explore unconventional solutions that lie
outside the bounds of human intuition. Such capabilities are
fundamentally rooted in RL’s ability to navigate vast search
spaces effectively.

However, traditional RL systems lacked the ability to
encode real-world knowledge or handle complex, multi-
faceted reasoning tasks. This limitation spurred the integra-
tion of RL principles with LLMs, combining the structured
exploration and optimization capabilities of RL with the
knowledge-rich reasoning foundation of language models.

2.1.3 HPC: Scalability & Efficiency
The growth of LLM and RL systems has been propelled
by advancements in High-Performance Computing (HPC).
Initially driven by Moore’s Law, which enabled a doubling
of transistor density approximately every two years, HPC
benefited from both technological advancements and the
economic feasibility of manufacturing smaller transistors.
However, as the costs of further miniaturization have risen
sharply, Moore’s Law has reached practical limits, necessi-
tating alternative strategies like parallelism and heteroge-
neous computing.

Modern HPC systems rely heavily on GPUs, TPUs,
and AI accelerators for their parallel processing capabil-
ities, alongside CPUs for sequential and general-purpose
tasks. Heterogeneous computing leverages these compo-
nents to optimize task-specific performance. Distributed
frameworks, employing techniques such as data, model,
and pipeline parallelism [8], [12], [16], further enable the
training of enormous models across thousands of compute
nodes.

Energy efficiency innovations, including sparsity, quanti-
zation, and pruning, mitigate the growing energy demands
of scaling AI systems. These advancements ensure that HPC
remains a cornerstone for developing and deploying AI

models, supporting the combination of vast knowledge, rea-
soning capabilities, and computational scalability – allowing
AI evolution to continue beyond the limits of traditional
Moore’s Law scaling.

2.2 The Convergence: System 2 Thinking in AI

The intersection of these three threads – LLMs, RL, and HPC
– has culminated in the emergence of models capable of
System 2 Thinking. These advanced systems combine the
knowledge-rich foundation of LLMs with the exploratory
and optimization capabilities of RL, all supported by the
scalability and performance of modern HPC. The result is a
new class of AI models that can engage in explicit, deliberate
reasoning processes.

These models possess a world model encoded in the
weights of their LLM components, allowing them to reason
about complex scenarios and contexts. Their RL capabilities
combined with the HPC capabilities enable them to navigate
truly immense decision spaces, evaluate multiple strategies,
and iteratively refine solutions.

2.3 Interpolation (LLMs) vs. Extrapolation (RLMs)

Standard LLMs, driven by their autoregressive token pre-
diction mechanism, primarily perform interpolation within
the vast search space of solutions. They excel at generating
responses that align with patterns seen in their training data,
effectively synthesizing knowledge from known contexts.
However, this process limits them to producing outputs that
remain within the boundaries of their training distribution.
In contrast, reasoning LMs enable extrapolation beyond
these boundaries. By combining structured exploration, rea-
soning LMs navigate uncharted areas of the solution space,
generating novel insights and solutions that extend past the
limits of their training data. This enables a shift from basic
pattern completion to active problem-solving.

2.4 Hierarchy of Reasoning-Related Models

The evolution of RLMs can be understood as a hierarchical
progression, with earlier models such as GPT-4o being less
capable in terms of reasoning, and the o1-like architectures
demonstrating increasing sophistication and explicit reason-
ing abilities. This hierarchy reflects the integration of System
1 (LLMs) and System 2 (RLMs) Thinking. RLMs can be
further divided based on how reasoning is implemented
into Implicit RLMs and Explicit RLMs; the details of this
categorization can be found in Figure 3 (the right side).

2.4.1 Implicit Reasoning Models

In this subclass, the reasoning structure is embedded
entirely within the model’s weights. Models such as
QwQ [148] operate as “black boxes”, where reasoning is im-
plicit and cannot be explicitly disentangled or manipulated.
While these models exhibit improved reasoning capabilities
compared to standard LLMs, their reasoning processes are
opaque and rely on the internalized patterns learned during
training.
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2.4.2 Explicit Reasoning Models
These models introduce explicit reasoning mechanisms ex-
ternal to the model’s core weights. Examples include de-
signs such as LLaMA-Berry [177], Marco-o1 [182], and po-
tentially OpenAI’s o3, which incorporate mechanisms like
explicit MCTS combined with RL for decision-making. This
explicit structure enables the model to simulate, evaluate,
and refine solutions iteratively, facilitating novel problem-
solving and extrapolation. By separating reasoning from
the static knowledge encoded in the weights, these models
achieve greater flexibility and interpretability in their rea-
soning processes. Note that the explicit reasoning can be
internalized via training making it implicit – we discuss it
later in the blueprint.

3 ESSENCE OF REASONING LMS

We now describe the general architecture of RLMs, which
we summarize in Figure 4. In the following sections, we
generalize this description to the full RLM blueprint.

3.1 Basic Architecture, Pipelines, & Concepts
We now outline the foundational architecture, operational
pipelines, and core concepts. Figure 4 offers three levels of
detail. In general (the top-left part), the whole RLM archi-
tecture consists of three main pipelines: inference, training,
and data generation. The inference serves user requests,
using models (e.g., the value or policy model) provided by
the training pipeline. Data generation mirrors the inference
pipeline in its internal design; the main difference is that
it runs independently of the user requests, generating data
that is then used to re-train the models. As such, training
combined with data generation from various domains [127],
[176] offers self-learning capabilities and is analogous to the
self-play setting of AlphaZero [134].

3.1.1 Inference
The inference process begins when the user provides an
input prompt 1 , which typically describes the problem or
question to be addressed by the RLM. This input serves
as the root of the reasoning process and initiates the con-
struction of a reasoning structure 2 that organizes RLM’s
progress. The structure is usually represented as a tree.
The root of this tree corresponds to the user’s input, and
subsequent nodes are generated to explore the search space
– the domain of possible reasoning paths or solutions.
The purpose of this reasoning structure is to systematically
investigate potential solutions, progressively refining and
extending reasoning paths to converge on an optimal or
satisfactory answer.

An individual point in the search space, represented as a
node in the reasoning structure, corresponds to a reasoning
step 3 . A reasoning step is defined as a coherent and
self-contained unit of thought – a sequence of tokens that
advances the solution by either exploring a new branch of
the problem or building upon existing progress. These steps
form the building blocks of the reasoning process.

The details of how the structure evolves are usually
governed by the MCTS scheme, enhanced with policy
and value models (we also distinguish other reasoning

strategies, described below). This approach, inspired by
methods used in AlphaZero, ensures that the search process
is both efficient and directed toward promising solutions.
The policy model 4 is responsible for generating new
reasoning steps at each node, predicting the next most
likely and logical steps to expand the reasoning process.
Meanwhile, the value model 5 evaluates the quality of a
reasoning path starting at a given node, helping the system
prioritize the most promising steps to follow. Sometimes, a
reward model3 6 is used instead, to assess the quality of
an individual specific node and its corresponding reasoning
step. In our blueprint, as detailed in the next section, we ab-
stract the models into a more general notion of operators 7
to enable more flexibility in how they are implemented.

The search and reasoning processes continue iteratively
until a terminal step is reached 8 . This terminal step
represents a completion of the reasoning chain that forms
the final answer to the posed problem. It serves as the leaf
node in the tree, concluding that particular reasoning path.

This architecture provides a unified framework that
accommodates a wide range of reasoning tasks. Whether
reasoning steps are fine-grained (e.g., individual token se-
quences) or coarse-grained (e.g., entire reasoning chains
treated as single nodes), the architecture adapts seamlessly.
By structuring the search space explicitly and guiding ex-
ploration with policy and value models, the RLM achieves
a level of reasoning capability bridging intuitive pattern
recognition and deliberate problem-solving.

A detailed specification of the inference pipeline can be
found in Appendix C.1 and in Algorithm 1.

3.1.2 Training

Training details depend on what model is trained (value,
policy, reward, ...). In general, we assume fine-tuning a
model such as Llama. Here, we follow an approach where
one first harnesses supervised data, usually coming from
existing datasets such as PRM800K [88] 1 , which becomes
a part of the supervised training data 2 used in the su-
pervised training pipeline 3 of the framework to train
some, or all, of the models 4 considered in the blueprint.
The second part of the overall training framework in RLMs
is the unsupervised (self-learning) training pipeline, in
which training data is being continually generated 5 and
used to improve the models. The data can be obtained from
inference, assuming quality control [56], but also from a
dedicated synthetic data generation pipeline that mirrors
that of the inference. To collect the data, one executes the
respective RLM pipeline for a given input task and gathers
the results 6 ; depending on how detailed the gathering
process is, the data collected can contain only outcome-
based labels 7 , process-based labels 8 , or some other
variant such as trace-based labels 9 suggested in our
blueprint, that generalize process-based samples to samples
that contain also information about operators applied dur-
ing the task solution process. All this data becomes a part of
the replay buffer 10 and is used in the unsupervised training

3We use a naming scheme in which a model used to estimate the quality
of a whole reasoning path starting at a given node, is called the value
model, while a model used to estimate the quality of a given reasoning
step, is called the reward model.
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scheme 11 or it can also be used to train 12 a model that
would become an Implicit RLM 13.

A detailed specification of the pipelines for different
training phases and paradigms can be found in Appen-
dices C.2 and C.3 as well as in Algorithms 2–7. The data
generation pipeline is detailed in Appendix D.

3.2 Encompassing Diverse RLM Architectures
The above-described design is applicable to many RLM
designs. However, there are numerous other variants of
architectures, some of which do not fully conform to this
framework. In this section, we discuss these variants, high-
lighting how our blueprint accommodates such variations.

In some RLM designs [177], a single node in the MCTS
tree could represent an entire reasoning structure, such as
a complete chain of reasoning steps. In this case, the ac-
tion space involves transitioning between different reason-
ing structures rather than individual steps. This approach
changes the nature of the search, as the focus shifts from
iteratively constructing a single reasoning path to evaluating
and refining entire structures within the search space. Our
blueprint accommodates this with the concept of nesting,
where a node in the reasoning structure can contain another
reasoning structure.

Other architectures introduce even more novel
paradigms. For instance, Journey Learning [119] adds
an additional layer of complexity by incorporating a
transformation step that “rewires” the search or reasoning
structure. This transformation consolidates multiple paths
in the tree, synthesizing them into a new form that is used
as input for subsequent reasoning iterations.

Despite these variations, our blueprint is sufficiently
general to encompass all these cases and beyond, as we
illustrate more formally in the following. This generality
ensures that the blueprint is not only applicable to existing
designs but also provides a foundation for future innova-
tions in RLM development.

3.3 Integration with Broader LLM Agent Ecosystems
The integration of RLMs into broader LLM agent ecosys-
tems would enable these models to interact dynamically
with external tools, databases, and resources during exe-
cution. This interaction can occur within the inference or
data generation pipeline, leveraging value or policy models
to extend the reasoning process through access to retrieval-
augmented generation (RAG), web queries, and specialized
tools. For example, during a reasoning task, the value or the
reward model could query a database to verify intermediate
steps, ensuring factual correctness or retrieving additional
context to refine its reasoning. Similarly, these models could
utilize computational tools for mathematical or symbolic
computations, thereby expanding the scope and accuracy
of their reasoning.

4 BLUEPRINT FOR REASONING LMS

We now introduce our RLM blueprint that can be used to
develop novel reasoning models and to provide ground for
analysis, evaluation, and comparison of such designs. We
overview the blueprint in Figure 5.

4.1 Overview & Main Components

The blueprint specifies a toolbox of components that can be
used to build an arbitrary RLM. We identify several classes
of such components. First, an RLM includes a reasoning
scheme, which specifies a reasoning structure (e.g., a tree)
together with a reasoning strategy (e.g., MCTS) of how
this structure evolves in order to solve a given input task.
Second, there is a set of operators (e.g., Refine) that can
be applied to the reasoning structure (as specified by the
reasoning strategy) in order to evolve it and make progress
towards solving the input task. Operators are specified
based on what they do (i.e., what effect they have on the
reasoning structure). How this effect is achieved, depends on
how a given operator is implemented. Here, many operators
rely on neural models (e.g., Policy Model), which – together
with their training paradigms – form the third class of
the blueprint components. Finally, we also distinguish a
set of pipelines, i.e., detailed specifications of operations that
orchestrate the interaction between the reasoning scheme
and the operators in order to achieve a specific objective,
such as training, inference, or data generation. Hence, an
RLM can be defined as a composition of a reasoning scheme, a
set of operators and associated models, and a set of pipelines.

4.2 Reasoning Scheme

A reasoning scheme is the part of the blueprint that specifies
the details of the reasoning steps progressing toward the
solution, how they are interconnected to form coherent
chains, trees, or more complex reasoning structures, and
how these structures evolve in the course of solving the
input task.

4.2.1 Reasoning Step

A reasoning step is a fundamental unit of the reasoning
structure – a sequence of tokens that advances the RLM
towards the solution. Reasoning steps can vary in length,
ranging from a single token to entire segments of text. The
variability in their granularity depends on the user design
choice. In existing schemes, a reasoning step is typically
conceptualized as a “coherent and self-contained unit of
thought”. For instance, in mathematical proofs, this may
correspond to an individual logical argument or deduction.

The flexibility in defining reasoning steps allows mod-
els to adapt to different problem domains, balancing fine-
grained and coarse-grained reasoning. Coarse steps, such
as logical arguments (or even complete reasoning path-
ways [177]), simplify preparation and adoption of training
data, enhance interpretability, and – as we discuss in Sec-
tion 8 – reduce computational overhead. On the other hand,
single-token steps enable the utilization of concepts like
token entropy [101] to incorporate the model’s uncertainty,
as well as the integration of advanced decoding schemes
(e.g., speculative decoding [82] or contrastive decoding [85])
explicitly into the RLM design. Yet, while making the rea-
soning steps more fine-grained allows for a more detailed
exploration of solution paths, this increased flexibility re-
sults in greater computational demands, particularly when
combined with search algorithms such as MCTS.
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4.2.2 Reasoning Structure
The reasoning structure specifies how individual reasoning
steps are connected and organized. Common structures
include chains (linear sequences), trees (hierarchical branch-
ing), and graphs (arbitrary connections).

Chains are sequential reasoning flows, where each step
builds directly on the preceding one. Chain structures are
prevalent in CoT-based models, where each reasoning step
follows logically from the previous step in a linear pro-
gression. In tree structures, each reasoning step can branch
into multiple continuations, forming a decision tree. This
structure is commonly used in MCTS-based frameworks,
where multiple potential paths are explored before selecting
a branch that will be further investigated. It enables more
effective exploration of the space of reasoning steps, but
simultaneously makes the RLM design more complex and
costly. Finally, graph structures allow for arbitrary depen-
dencies between reasoning steps, enabling graph-based rea-
soning, such as that found in the Graph of Thoughts (GoT)
framework [9].

Further generalization involves nested structures, where
reasoning nodes themselves may contain substructures. For
example, a node in a tree structure may represent a CoT
chain, as proposed in LlaMa-Berry [177]. This hierarchical
organization could be particularly useful for multi-step
tasks where high-level decisions guide low-level computa-
tions, such as meta-reasoning frameworks [177]. One could
harness any other higher-order structures, such as hyper-
graphs, motifs, and others [10], [11], [14], [17].

4.2.3 Reasoning Strategy
The reasoning strategy governs how the reasoning structure
evolves, specifying the process by which new reasoning
steps are added and integrated. Example strategies include:
• MCTS [77] A popular approach that balances exploration

and exploitation by simulating multiple reasoning paths
and selecting the most promising one based on a scoring
function.

• Beam Search [137] A breadth-limited search that keeps
a fixed number of top-ranked continuations at each step.
While commonly used for decoding token sequences,
beam search can also apply to reasoning steps.

• Ensemble Methods These methods involve aggregating
multiple independent reasoning strategies, such as com-
bining chains and trees to enhance robustness and accu-
racy. One example is Best-of-N [48], [158] – a strategy
where multiple independent reasoning paths are gener-
ated, and the most effective solution is selected based on
predefined criteria, e.g., accuracy or completeness. An-
other example is tree ensemble (Forest) [18] where, instead
of a single reasoning tree, a reasoning “forest” consists of
multiple disconnected trees, which may eventually con-
verge at a shared solution node. This approach supports
diverse reasoning pathways that parallelize exploration.

Reasoning Strategy vs. Decoding Strategy. It is crucial to
distinguish reasoning strategies from token-level decoding
strategies. While decoding strategies, such as greedy search
and nucleus sampling [64], generate the internal token se-
quences within a reasoning step, reasoning strategies focus
on the higher-level process of integrating and expanding
reasoning steps within the reasoning structure.

4.3 Operators

Operators specify operations that can be applied to various
parts of the reasoning structure to progress the reasoning
process. We now provide an extensive toolbox of operators.
Many of them have been widely used in RLM-related de-
signs, but some – to our best knowledge – are still unex-
plored, we include them to foster innovation and propel the
design of more effective and more efficient RLMs.

4.3.1 Structure Operators
Structure operators transform the reasoning structure by
taking it as input and producing a modified version, typ-
ically through addition or refinement of reasoning steps.
For instance, they may add new children to a specific node,
facilitating the exploration of alternative reasoning paths.
• Generate The Generate operator adds one or more new

reasoning steps to a reasoning structure. Within the MCTS
reasoning strategy, this operator is typically implemented
as a policy model to generate new steps. In other strate-
gies, the generation operator may involve sequentially
appending steps (CoT) or exploring multiple candidate
steps in parallel (Beam Search).

• Refine The Refine operator enhances a given individual
reasoning step. For example, it could address ambiguities,
correct errors, and optimize inefficiencies, resulting in a
more robust version of the step [99]. It could also integrate
suggestions from self-critique [128] (evaluates steps to
identify weaknesses and suggest targeted improvements),
summarization [186] (condenses key elements into concise
representations to streamline the reasoning structure), or
rephrasing [43] (reformulates steps to improve clarity and
coherence while preserving their logical integrity).

• Aggregate This operator combines multiple reasoning
steps, paths, or structures into the next individual step.
This enables consolidating information or improving co-
herence. It is used in Ensemble Methods [18] or in Graph
of Thoughts [9].

• Prune This operator removes nodes or reasoning steps
from the structure that are deemed suboptimal or irrel-
evant based on evaluation metrics. It enables optimizing
the reasoning structure in order to, e.g., reduce token costs.

• Restructure The Restructure operator applies arbitrary
transformations to the reasoning structure, enabling flex-
ible reorganization of its components. A notable example
is the conversion of a reasoning tree into a linear chain by
rearranging its branches into a sequential series of steps,
as done in Journey Learning [119]. This restructuring
facilitates the integration of insights from diverse branches
into a cohesive flow, “flattening” it and making it easier
for the model to process and utilize information within a
single, unified context.

Discussion on Diversity In structure operators, there is
a notion of how diverse the outcomes of the operator are.
For example, when generating k new reasoning steps, one
may want to make the contents of these steps as different to
one another as possible. While different mechanisms to steer
diversity exist, a typical approach is the use of the policy
model temperature. We additionally propose to consider
the Diverse Beam Search [152] which promotes diversity by
maintaining multiple diverse candidate sequences during
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decoding. In MCTS, there is also a distinction between ex-
ploitation (expanding the structure by applying generation
operators within an already established tree branch) and ex-
ploration (generating new branches). Here, one impacts di-
versity by manipulating the exploitation-exploration trade-
off, as determined by the Upper Confidence Bound for Trees
(UCT) formula [77] or its variants.

4.3.2 Traversal Operators
Traversal operators define how the reasoning process navi-
gates through the existing reasoning structure. These opera-
tors play a crucial role in shaping the flow of reasoning by
determining which paths to pursue.
• Select The Select operator determines which reasoning

steps to pick for further exploration, evaluation, or refine-
ment within the reasoning process. It evaluates existing
elements based on predefined criteria, such as heuris-
tic scores, likelihood estimates, performance metrics or
search strategies like PUCT [123] or UCT [77], selecting the
most promising candidates to guide the next stages of
reasoning. By balancing exploration (considering diverse
alternatives) and exploitation (focusing on high-potential
paths), the selection operator optimizes resource allocation
and ensures efficient reasoning progression.

• Backtrack The Backtrack operator enables the model to
explicitly return to a previous reasoning step and continue
along a different reasoning path. This operator supports
error correction, divergence handling, and hypothesis re-
vision by abandoning unproductive directions in favor of
alternative trajectories. The QwQ model output indicates
that the reasoning structures used as training data in this
model harnessed Backtrack.

4.3.3 Update Operators
The Update operator enhances specific parts of the rea-
soning structure without altering the structure itself. A
common example is the backpropagation phase in MCTS,
where evaluation scores are propagated and updated along
existing reasoning steps to inform future decisions. Another
form of update involves refining the content of individual
nodes or subsets of nodes, replacing their original versions
with improved iterations, such as the “enhance” thought
transformation in Graph of Thoughts [9].

4.3.4 Evaluate Operators
Evaluate operators take as input a segment of the reasoning
structure and output a value without any modifications to
the structure. They are widely used with reasoning strate-
gies, such as MCTS.

One important type of evaluation occurs when the rea-
soning structure reaches a terminal state, allowing the full
reasoning sequence to be assessed against a known solu-
tion—applicable to tasks with definitive answers, such as
mathematical problems. This terminality evaluation veri-
fies whether the final step provides a correct and complete
solution.

One can also evaluate intermediate steps (i.e., non-
terminal ones). This can involve estimating the reward
associated with specific reasoning steps, using heuristics,
aggregated simulation outcomes, or a trained reward model

for more efficient assessments. Other methods such as
embedding-based verification could also potentially be har-
nessed [15].

Another form of evaluation employs a value estimator,
which judges a given reasoning step based on its expected
contribution to a correct final outcome. This method evalu-
ates both the correctness of the step and its alignment with
the overall solution goal. Such evaluations can be performed
through simulations, as in the original MCTS algorithm, or
more efficiently using a learned value model [135].

A critical aspect of evaluation is the selection of appro-
priate metrics. For instance, in value estimation, an ideal
metric considers both the correctness of a reasoning step and
the extent of progress it represents toward the final solution,
ensuring a balanced assessment of its contribution.

4.3.5 Discussion: Test-Time Compute
One of the recent trends in next-generation LLMs [100], [153]
is to shift from merely increasing model sizes to enhancing
computational strategies during inference, a concept known
as the test-time compute (TTC). This approach allocates
additional computational resources during a model’s ex-
ecution to improve performance, particularly in complex
reasoning tasks. This methodology mirrors human cognitive
processes, where increased deliberation is applied to more
challenging problems.

Recent studies [137] indicate that optimizing test-time
compute can be more effective than merely increasing
model size. For instance, employing a compute-optimal
strategy—where computational resources are adaptively al-
located based on the problem’s complexity—can enhance
efficiency by over four times compared to traditional meth-
ods. Moreover, in scenarios where smaller base models
achieve moderate success rates, augmenting test-time com-
pute enables them to outperform models up to 14 times
larger.

While test-time compute offers significant benefits, it
also presents challenges, related to – among others – re-
source allocation (determining the optimal amount of com-
putational resources for each inference task requires sophis-
ticated strategies to balance performance gains against com-
putational costs), dynamic scaling (implementing adaptive
compute strategies necessitates models capable of assessing
problem difficulty in real-time and adjusting their computa-
tional efforts accordingly) [102], and hardware implications
(the shift towards increased test-time computation may
influence hardware requirements, putting more pressure
on delivering specialized inference-focused hardware solu-
tions).
Test-Time Compute in the Context of the Blueprint. Our
blueprint offers mechanisms to dynamically allocate com-
putational resources during inference to improve perfor-
mance, particularly for more complex problems. By lever-
aging the modular structure of the blueprint, TTC can be ef-
fectively implemented through specific operators designed
for reasoning tasks. We now provide several examples.
• The Generate operator can be used to implement TTC by

dynamically increasing the number of next reasoning steps
generated for harder problems. For simpler tasks, the op-
erator may only generate a minimal set of continuations.
However, for more complex problems, the operator can
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be used to create a larger set of potential reasoning steps,
thereby expanding the search space.

• The Refine operator provides another avenue for imple-
menting TTC by enhancing a given reasoning step multi-
ple times for harder problems. In this approach, the oper-
ator iteratively improves the quality of a reasoning step,
addressing ambiguities, rectifying errors, or improving
clarity. For simpler tasks, the operator might only refine
a step once, while for more complex reasoning, it can per-
form multiple enhancement iterations to ensure the output
meets a higher standard of precision and robustness.

• The Traversal operators, such as Select, enable the explo-
ration of multiple reasoning paths at test time, offering
another key mechanism for implementing TTC [179]. By
using Select on several next reasoning steps, the model
can dynamically expand its search tree for more challeng-
ing problems, thereby increasing the diversity and depth
of reasoning paths under consideration. For example, in
a complex task, the model might select multiple high-
probability steps and explore their corresponding contin-
uations in parallel. This approach facilitates broader ex-
ploration of the reasoning space, ensuring that promising
paths are not prematurely discarded.

• To efficiently manage the expanded set of possibilities, the
blueprint allows integration with the Aggregate operator.
This operator evaluates the generated reasoning paths
and selects the most promising ones based on prede-
fined criteria, such as the likelihood of correctness or the
quality of intermediate steps. This combination ensures
that while more computational resources are allocated
for challenging tasks, only the most relevant paths are
explored further, optimizing both accuracy and efficiency.

4.4 Models

Models are used to implement various types of operators.
Most common are the value model (implementing the value
evaluation operator) and the policy model (implementing
the generate operator).

Models are further categorized and discussed in detail in
Appendix B; we discuss the variants of the value model (Q
Value model, V Value model), we compare Process Reward
and Outcome Reward models, and we formally identify
a new variant of models, the Outcome-Driven Process
Reward Model.

4.4.1 Training Paradigm
Each model must be trained according to a specified
paradigm, which outlines the methodology for optimizing
its performance. This paradigm defines key training compo-
nents such as the loss function, data generation and labeling
procedures, and other critical training details.

A wide range of training schemes has been developed
for models used in RLMs, with early foundational work
stemming from advancements related to AlphaZero. These
schemes have since evolved to support the complex require-
ments of reasoning tasks within LLMs. Common training
paradigms include supervised fine-tuning (SFT), where
models are trained on reasoning sequences labeled with
q-values; rejection sampling [23], [140], which involves
filtering generated outputs based on quality criteria; and

RL-based methods such as Proximal Policy Optimization
(PPO) [131], Direct Preference Optimization (DPO) [121],
and reasoning-specific variants like Reasoning Policy Op-
timization (RPO) [117]. Several training paradigms also
incorporate self-learning, where the model iteratively im-
proves by generating and evaluating its own reasoning
sequences, thereby simulating competitive or cooperative
reasoning scenarios.

4.4.2 Training Data Scope

The training data for RLMs can vary significantly in terms
of how much of the reasoning structure it captures. We
now outline two established approaches, outcome-based
supervision (OBS) and process-based supervision (PBS).
More details regarding both OBS and PBS can be found in
Appendix B.1.

In outcome-based supervision (also known as a sparse
training signal) [36], [151] each training sample consists
solely of the input and the corresponding output. For exam-
ple, in mathematical problem-solving, a sample may include
the task statement and the final solution, labeled as correct
or incorrect. This approach is straightforward to implement,
and the required data is relatively easy to collect. However,
it can limit the model’s reasoning accuracy, as it provides
minimal insight into the intermediate steps that led to the
solution [88].

An alternative approach is process-based supervision
(also known as a dense training signal) [88], [155], where
a training sample reflects the entire reasoning structure. In
this case, the sample contains not only the input and final
output but also all intermediate reasoning steps, annotated
with labels indicating the quality of each step. This richer
training data allows the model to learn more granular rea-
soning patterns, improving its ability to generate accurate
and interpretable solutions by understanding the reasoning
process in detail. However, such data is much more chal-
lenging to generate or gather [88].

OBS vs. PBS By varying the training data scope,
developers can strike a balance between ease of data col-
lection and the depth of reasoning insights provided to the
model, with dense supervision generally offering improved
performance at the cost of increased data complexity. We
detail these, and additional aspects of ORMs and PRMs in
Pipelines for different training phases and paradigms can be
found in Appendix B, Appendix C.2, Appendix C.3, and in
Algorithms 2–7.

Trace-based supervision (TBS) is a potential way to
extend PBS by incorporating detailed information about
the sequence of applied operators, including traversal op-
erators, within the reasoning structure. By capturing the
full trace of how reasoning steps are generated, refined, or
revisited, TBS would provide richer supervision that teaches
the model to internalize not just the reasoning steps but also
the process of navigating and manipulating the reasoning
structure itself. This approach could enable the training of
more powerful Implicit RLMs by guiding them to replicate
the reasoning dynamics of explicit structures, improving
their ability to reason flexibly and efficiently.



12

4.5 Pipelines

A pipeline is a detailed specification of operations that
orchestrates the details of the interaction between the rea-
soning scheme and the operators and models to achieve a
specific objective. Typically, an RLM would incorporate a
single pipeline for inference and a separate pipeline for
training each model used in an RLM. Moreover, there could
also be pipelines for synthetic data generation used for
training models. One can also distinguish a pipeline that
trains an Implicit RLM using the provided reasoning traces
from the Explicit RLM.

The details of pipelines depend on arbitrary design
choices. In Section 3, we provided a general description
of how these pipelines work. In Appendix C, we present
detailed algorithmic specifications of our pipelines, along
with insights into the reasoning behind these design choices.
Specifically, the inference pipeline can be found in Ap-
pendix C.1 and in Algorithm 1. Pipelines for different train-
ing phases and paradigms can be found in Appendix C.2,
Appendix C.3, and in Algorithms 2–7. The data generation
pipeline is detailed in Appendix D.

5 EXPRESSING EXISTING SCHEMES

We now showcase the expressivity of our blueprint, by
illustrating how it can be used to model a broad scope of
existing RLMs and other related works. We summarize the
outcomes of the analysis in Table 1. We start with typical and
most prevalent Explicit RLM architectures based on MCTS
and policy and/or value models, where a single reasoning
step is an individual logical argument (Section 5.1). We also
discuss there schemes that generalize this typical design,
by harnessing nesting or Linearization Structure operators.
Finally, we study Implicit RLMs (Section 5.2) and various
structured prompting schemes such as Cot or ToT (Sec-
tion 5.3), showing that they also fit our blueprint.

5.1 Explicit RLMs

We start with the most widespread variant of RLMs that fol-
lows the architecture outlined in Section 3.1. These reason-
ing models such as TS-LLM [48], AlphaLLM [149], MCTS-
DPO [163], and others [24], [56], [153], [177], [178], [182]
generally employ an explicit tree structure in which a node
represents a distinct reasoning step. The reasoning strategy
is based on the MCTS and focuses on iterative exploration,
expansion and evaluation of nodes within the tree. By incor-
porating value mechanisms—such as prompt-based evalu-
ation or dedicated value models, the system identifies and
prioritizes promising branches, facilitating more informed
decision-making and refinement of the reasoning process.
All MCTS based reasoning models implement at least a
next-step generation operator, an evaluation operator, and
the update operator for back-propagating the values. In ad-
dition, ReST-MCTS*, LLaMA-Berry, and Marco-o1 support a
refinement operator to further improve produced reasoning
steps.

Journey Learning [119] exhibits two main differences to
typical MCTS-based RLMs. First, it harnesses the Lineariza-
tion Structure operator, in which the tree reasoning structure
is transformed into a chain, by extracting several selected

reasoning chains from it and combining them together into
an individual long chain. This way, the scheme attempts to
harness insights from different tree branches. By maintain-
ing a chain-based structure, Journey Learning preserves the
simplicity of linear reasoning while embedding the capacity
for self-correction and exploration of multiple hypotheses.
Additionally, Journey Learning introduces a pipeline for
the internalization of such long reasoning chains into its
weights. This enables the final model to generate such long
reasoning chains, possibly containing different reasoning
branches, directly from its weights, making it an implicit
RLM.

5.2 Implicit RLMs
Qwens’s QwQ [148] embodies a fully implicit reasoning
model, characterized by an implicit reasoning structure that
is generated autoregressively directly by the model weights.
The reasoning strategy in QwQ – as indicated by the
model output – harnesses next-step generation, backtrack-
ing, summarization, and critique generation to derive the
final solution. At each step, the model implicitly generates a
new node within the chain by employing one of these four
implicit generate operators, presumably implemented using
special tokens.

5.3 Structured Prompting Schemes
Finally, we also illustrate that advanced structured prompt-
ing schemes, such as CoT, ToT, and GoT, constitute a fully
explicit RLM structure without any implicit reasoning than
what is originally presented in the used LLM, i.e., no models
nor training or data generation pipelines.

CoT [160] utilizes an implicit reasoning structure con-
sisting of a chain of reasoning steps. The reasoning strategy
employed in CoT is oriented towards constructing a single
coherent chain of reasoning, culminating in a solitary solu-
tion, thus only needing the generation operator. CoT serves
as the foundational framework for a range of advanced rea-
soning strategies, including prompting methodologies such
as Self-Consistency and Self-Refinement, among others.

Self-Consistency (SC) [158] extends the CoT frame-
work by introducing redundancy into the reasoning pro-
cess. It generates multiple reasoning chains and employs a
majority-voting mechanism to determine the most consis-
tent solution, which implements a Select operator from our
blueprint.

ToT [169] adopts an explicit reasoning structure orga-
nized in a hierarchical, tree-based format. Within this frame-
work, each node corresponds to a distinct reasoning step,
and branching facilitates exploration across multiple infer-
ential pathways (the Generate operator). Additionally, an
evaluation operator, implemented via a specialized prompt
and the LLM itself, assesses branches of the tree.

GoT [9] introduces a more intricate reasoning structure
by employing an explicit graph-based representation. In this
framework, nodes represent individual reasoning steps, and
the graph architecture supports non-linear, interdependent
relationships between these steps. The reasoning strategy in
GoT is orchestrated by an external controller, realized as a
separate LLM, which guides the exploration, refinement and
aggregation of the graph’s nodes.
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Reasoning Reasoning Operator Models Pipeline

Scheme Structure Traversal Update Evaluation Remarks
Structure Step Strategy Gen. Ref. Agg. Pr. Res. Sel. BT Bp. Inter. Final. PM VM Inf. Tr. DG

Explicit RLMs (Section 5.1)

rStar-Math [56] E Tree C Thought + Code Block E MCTS  é é é é  é       
PRIME [39], [171] E Multiple Chains F Token

C Thought
E Best-of-N  é é é é  é é      

Marco-o1 [182] E Tree F Token Sequence
C Thought

E MCTS   é é é  é     é  

Journey Learning (Tr.) [119] E Tree E Thought E Tree Search   é   é  é     *   *Separate Entry
OpenR [153] E Tree C Thought E Best-of-N

E Beam Search
E MCTS

 é é  é  é       

LLaMA-Berry [177] E Tree of Chains C Solution E MCTS   é é é  é  é     
ReST-MCTS* [178] E Tree C Thought E MCTS  * é é é  é         *Advice by critic
AlphaMath Almost Zero [24] E Tree F Thought E MCTS  é é é é  é    * *    *Single model
MCTS-DPO [163] E Tree F Token Sequence E MCTS  é é é é  é    * *    *Single model
AlphaLLM [149] E Tree C Option E MCTS  é é  é  é       
TS-LLM [48] E Tree F Token

F Sentence
E MCTS
E Tree Search

 é é  é  é       

Implicit RLMs (Section 5.2)

QwQ [148] I Chain* F Token é  é é é é é  é é é é é  é é *Linearized Tree
Journey Learning (Inf.) [119] I Chain* C Thought I DFS  é é é é é  é é é é é  é é *Linearized Tree

Structured Prompting Schemes (Section 5.3)

Graph of Thoughts (GoT) [9] E Graph* C Thought E Controller    é é   é   é   é é *DAG
Tree of Thoughts (ToT) [169] E Tree C Thought E Tree Search  é é  é   é   é   é é
Self-Consistency (SC) [158] E Multiple Chains C Thought E Majority Voting  é é é é  é é é é é é  é é
Chain of Thought (CoT) [160] I Chain C Thought é  é é é é é é é é é é é  é é

TABLE 1: Comparison of RLMs with respect to the provided taxonomy (Section 4 and Figure 5). “Reasoning”: Details of the reasoning approach, specifically
what is its Structure and its Strategy? “Reasoning Operator”: Does a given scheme support operators on the reasoning structure? If yes, which classes (and specific
functionalities) are supported Structure (“Gen.”: generate, “Ref.”: refine, “Agg.”: aggregate, “Pr.”: prune, “Res.”: restructure), Traversal (“Sel”: select, “BT”: backtrack),
Update (“Bp.”: backpropagate), and Evaluation of “Inter.”: intermediate steps and “Final.”: final steps? “Model“: Does a given scheme use models to implement
its operators and if so, which ones (“PM”: policy model, “VM”: value model)? “Pipeline”: Which pipelines are harnessed by a given scheme (“Inf.”: inference, Tr.”:
training, “DG”: data generation)? When describing representations, we use the following abbreviations: “E”: explicit, “I”: implicit. “F”: fine-grained. “C”: coarse-
grained. “”: full support (i.e., YES), “”: partially [supported], “é”: no support (i.e., NO).

6 HOW TO USE THE BLUEPRINT

We now outline how to use our blueprint for the user’s
application; we keep this section in a tutorial style.

6.1 Part 1: Define the Reasoning Scheme
The first step in using the blueprint is to define the rea-
soning scheme, which specifies the foundational structure
and strategy of your RLM. Start by selecting the reasoning
structure. Chains are the most affordable in terms of token
costs, at least when it comes to ICL [14]. Trees, while
the most expensive, offer rich branching that enhances
exploratory reasoning. Graphs, though slightly cheaper than
trees, introduce additional challenges in implementation but
can yield significant accuracy gains due to their flexibility.

Next, decide on the granularity of reasoning steps.
Coarse-grained steps, such as thoughts or sentences, are
widely used due to their simplicity and ease of scaling.
However, token-based granularity, which operates at the
level of individual tokens, offers the potential for greater
precision and unexplored accuracy improvements. This ap-
proach, while promising, demands significantly more com-
putational resources and careful design. This decision de-
fines your action space (possible operations) and state space
(configuration of the reasoning structure).

Another decision is choosing a reasoning strategy to gov-
ern how the reasoning structure evolves. MCTS combined
with some variants of policy and value models remains the
most widely adopted approach due to its balance of ex-
ploration and exploitation. However, alternative strategies
that have not been deeply studied, such as ensembles of
reasoning structures, may offer untapped potential.

Finally, determine the specific details of your chosen
strategy, including parameters like exploration coefficients,

decoding strategy, scoring functions, and step evaluation
methods. These choices will significantly impact the model’s
reasoning dynamics, scalability, and overall effectiveness.
Each decision at this stage lays the foundation for tailoring
the RLM to your specific application requirements.

6.2 Part 2: Define the Operators

The next step is to specify the set of operators that will
govern the reasoning process. For an MCTS-based design,
the simplest approach is to implement the core operators:
Generate (often called Expand for MCTS), Select, and Back-
propagate. These fundamental operations suffice for many
scenarios, providing a straightforward framework for rea-
soning.

Beyond the basics, consider whether you want to incor-
porate less mainstream operators, such as Backtrack. By ex-
plicitly including Backtrack, you enable a clearer tracking of
progress within the search tree, making it potentially easier
to revisit and refine earlier reasoning steps. This approach
also facilitates advanced training schemes, like Trace-based
Supervision, by generating richer and more structured data.
Consider using this and other operators within our toolbox.

You will also need to determine the implementation
details for each operator. Decide which operators will be
implemented as neural models—such as using a policy
model to guide selection or a value model for backpropa-
gation—and which will rely on non-neural methods. This
choice affects both the computational complexity and the
flexibility of the system, so it’s important to align these
decisions with your reasoning scheme and performance
goals.
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6.3 Part 3: Determine the Training Details
In this phase, you need to outline the specifics of training
for the models that will implement operators. For an MCTS-
based design, consider the typical approach of using the
policy model to implement Generate (Expand) and the value
model for Simulate. If necessary, you might also train a
separate model to calculate the reward at individual nodes,
enhancing the precision of the reward signals.

Identify the application or training domain in order to
address generalization requirements. This step ensures that
your models are trained on data representative of the tasks
you want them to handle.

Define the models, including their architectures and the
selection of suitable base models. Consider how the design
of these models—such as transformer-based architectures
or more specialized designs—aligns with your reasoning
structure and overall objectives.

Collect training data for both the policy and value mod-
els. For the policy model, consider generating data auto-
matically with our pipeline or using a scheme such as CoT
prompting, and include a special end-of-step token to en-
sure clean segmentation. For the value model, generate data
through MCTS full simulations, which provide rich, struc-
tured information about reasoning paths and outcomes.

Fine-tune the models as needed. If using coarse reason-
ing steps, perform supervised fine-tuning (SFT) on the pol-
icy model to teach it how to reason step-by-step. Similarly,
apply SFT to the value model to initialize it as a reliable
evaluator.

Run MCTS with initialized models to collect additional
data. You might filter this data to keep only high-quality
reasoning paths (terminal states) or strong signals (high
absolute advantages) for further training.

Finally, train both models either by additional SFT
rounds or with reinforcement learning methods such as
Proximal Policy Optimization (PPO). This ensures that the
models are optimized not only for accuracy but also for
the efficiency and robustness needed in complex reasoning
tasks.

7 FRAMEWORK X1: DESIGN & IMPLEMENTATION

We now introduce x14, an extensible and minimalist frame-
work that can serve as ground to design and experiment
with RLMs, and currently provides one example of the
blueprint.5 An overview of the framework is in Figure 6.

7.1 Reasoning Scheme
The x1 framework employs a tree reasoning structure in
conjunction with MCTS as the reasoning strategy. This
combination allows for a systematic exploration of reason-
ing paths while balancing exploration of new possibilities
and exploitation of promising solutions judged by a value
model. The framework achieves this alignment through
the implementation of a series of operators that guide the
construction, traversal, evaluation, and updating of the rea-
soning tree.

4https://github.com/spcl/x1
5We are working continuously on expanding the framework as well as
adding more RLMs.

7.2 Operators

The Generate operator plays a crucial role in expanding the
tree by adding new children to a selected node. To improve
the diversity of these newly generated nodes, we employ
diverse beam search [152], which ensures variability among
the children. Alternatively, high-temperature sampling can
be used to introduce stochasticity into the generation pro-
cess, fostering the exploration of different reasoning paths.

Traversal of the reasoning tree is managed by the Select
operator, which uses the PUCT function to identify the next
node to expand. This operator balances a trade-off between
exploration, favoring less-visited nodes, and exploitation,
reinforcing nodes with higher potential based on previous
evaluations. Always starting from the root node, the traver-
sal mechanism ensures that the system can dynamically
explore alternative paths and recover from suboptimal deci-
sions by backtracking and selecting new branches.

The Backpropagation Update operator refines the q-
values which can be used as guidance for the select operator
along the path from an expanded node back to the root. This
process incorporates new information from downstream
nodes, leading to progressively more accurate q-values for
the intermediate nodes. These refined q-values subsequently
inform future decisions, making the reasoning process in-
creasingly robust over time.

The framework implements two different Evaluate Op-
erators. First, the Reasoning Path Evaluation operator pre-
dicts the discounted expected future reward for a chain
extending from the root to a specific node. This prediction
is derived from the q-value model, offering a quantitative
measure of the path’s quality. Second, when the ground
truth is available, the Ground Truth-Based Reward operator
directly evaluates leaf nodes for correctness, assigning fixed
rewards to verified solutions. These rewards are incorpo-
rated into the q-values of upstream nodes, ensuring that the
reasoning process is informed by both model predictions
and objective validation.

7.3 Models & Training Paradigms

Both the value and the policy model in x1 are fine-tuned
versions of an LLM6, without reliance on prompting, which
is used in several other RLM architectures [56], [178]. This
design decision aims to maximize the quality of results. We
now outline briefly selected key aspects of how we train
these models, full details can be found in Appendix B, C,
and D.

7.3.1 Training the Policy Model

The policy model also leverages an LLM to generate new
nodes during the MCTS. It is fine-tuned to output an in-
dividual next reasoning step instead of a whole chain of
thoughts towards a completion (which LLMs commonly
do). We achieve this by introducing a novel token, the end of
intermediate step (eois) token, which denotes the completion
of each reasoning step. The eois token complements the
standard end of sequence (eos) token, which indicates the
conclusion of an entire reasoning chain. By incorporating

6We currently use Llama-3.1-8B-Instruct as base model.
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the eois token, the framework enables the explicit identifi-
cation of intermediate reasoning steps, allowing for greater
interpretability and precise determination of whether the
reasoning process is complete or ongoing. This dual-token
strategy enhances the LLM’s capability to decompose com-
plex problems into manageable substeps while ensuring the
model recognizes when a solution has been reached.

7.3.2 Training the Value Model
The value model is designed to estimate the sum of the
expected discounted future rewards for a sequence of rea-
soning steps and a newly proposed reasoning step, quanti-
fying the value of the node modeling this step. For a given
node in the MCTS tree, its value (referred to in the MCTS
literature as state action value or q-value) is defined as the
expected cumulative reward discounted by the number of
steps required to achieve it. Formally, the q-value Qπ(st, at)
for traversing the edge to node st+1 when taking action at
from st at depth t in the MCTS tree is expressed as

Qπ(st, at) = E
[
γT−tr(sT , aT ) | st, at

]
(1)

≈ 1

N

N∑
i=1

γT−tr(s
(i)
T , a

(i)
T ) (2)

where γ is the discount factor, T marks the last reasoning
step aT that is added resulting the terminal state sT+1

containing the complete reasoning structure and rewards
are modeled sparse. The terminal state sT+1 is defined as the
state in which no additional reasoning steps can be added. It
typically represents the state containing the final solution to
the problem at hand. Accordingly, r(sT , aT ) is the terminal
reward. We chose to model rewards sparse, where only the
final reasoning step receives a non-zero reward, since for
most reasoning tasks, only the final answer can be evaluated
against the true solution. As a result, one can only obtain
a reward signal when the last step is reached. We can
approximate the q-value by sampling N reasoning chains
until the terminal state, as in 2, and averaging the terminal
rewards discounted by the depth required.

The q-value model is trained using data from completed
MCTS searches. Initially, when the q-value model is unavail-
able, N simulations (complete rollouts) are performed, and
the average discounted reward is used to initialize the q-
values for each node. More information can be found in the
Appendix D.2.

7.4 Enabling Scalability and Efficiency
The current implementation is built to scale to multiple
GPUs on multiple nodes. To further enhance the scalabil-
ity and computational efficiency, several architectural and
operational improvements have been implemented.

One design decision involves the decoupling of the value
and policy models. The deployment of dedicated Value and
Policy servers confers several advantages:
• Scalability The decoupling of Value and Policy servers

from the MCTS instance facilitates scalability and the
execution of multiple parallel MCTS instances.

• Batch Processing The policy server incorporates batching
capabilities, allowing the concurrent processing of multi-
ple queries, thereby enhancing throughput.

• Resource Optimization The independent allocation of
computational resources to the value and policy models
is inherently supported by the framework’s architecture,
enhancing efficient resource utilization.

• Replication and Distribution The separation of value
and policy models facilitates the application of distinct
replication and distribution strategies.

Figure 6 illustrates the implementation of the framework
as a server architecture, demonstrating how these structural
enhancements contribute to improved scalability and effi-
ciency. Building on these architectural enhancements, we
employ the following strategies to further optimize the
framework’s efficiency and scalability, focusing on inference
and parallelization.

In the framework, we incorporate the standard optimiza-
tions of batching, quantization, and KV caching. Inference
calls are batched in the policy model, enabling simultaneous
processing of multiple queries. To expedite the reasoning
process, the framework creates multiple child nodes in par-
allel during the node expansion phase. Specifically, N new
nodes are generated concurrently in each expansion step, re-
ducing computational overhead and enhancing overall sys-
tem performance. Further optimization of inference speed is
achieved through KV caching and quantization. KV caching
mechanisms mitigate redundant computations, while quan-
tization techniques reduce the memory consumption of both
policy and value models.

7.5 Blueprint for Efficient Scaling

Our blueprint can be deployed to AI HPC systems and
clouds, as both systems provide the performance and re-
sources necessary to scale RLMs. Deployment on HPC
systems is straightforward: compute tasks are distributed
across statically allocated nodes, connected with a low-
latency and high-bandwidth interconnect, and with train-
ing data being available on a high-performance parallel
filesystem. On the other hand, the cloud provides many
configurable services that offer different trade-offs between
performance, cost, and reliability. There, it becomes the
user’s responsibility to choose the storage options and com-
pute granularity that provides the best match for expected
performance and cost. The architecture of our blueprint fits
into the microservice architecture, with a clear separation of
compute tasks, data storage, and coordination. This archi-
tecture helps to ease the configuration process, as different
components of the system can be deployed, scaled, and
optimized independently. In particular, the separation of
value and policy servers allows them to be scaled sepa-
rately according to the complexity of reasoning steps that
might require different resource allocations to handle task
generation and evaluation.

First, we outline the major decisions users must make
before deploying the x1 scaling blueprint:

• Deployment Training and inference tasks are typically
allocated to virtual machines and containers, with the
latter typically deployed as managed services with an
orchestrator such as Kubernetes. There, x1 can benefit
from modern frameworks like Ray [111] that hide the
complexity of managing a service in a Kubernetes cluster.



16

generates

Phase 1 Training: Ini�alize models

Alternate between       and      to improve models (    ) and data (    )

Phase 2 Training: Reinforcement Learning

LLaMA 3.1

Policy Model Value Model

generates

Policy Model

SFT Training

Mul�ple CoT examples
Input Output

Input Output

Input Output

Mul�ple MCTS trees
Input

Output

Input

Output

Input

Output

Input

Output

Input

Output

Training Data Training Data
....\\eois..........\\eois........\\eois....... context + reasoning step + MCTS q-value

context + reasoning step + MCTS q-value

..\\eois.......\\eois..........\\eois...........

.......\\eois........\\eois.......\\eois......

LLaMA 3.1 Training
LLaMA 3.1

context + reasoning step + MCTS q-value

Stack of 
linear layers

algorithmically insert 
\\eois tokens between
reasoning steps

extract one training
sample per node

RL Training Data
(data generator)

Input

Output

Input

Output

PPO
Trainer

Policy Server

Buffer

Policy
Modelbatched

& synced

MSE
Trainer

Value Server

Value
Model

Training

Data Genera�on

Training

Data Genera�on

context + reasoning step, advantage

context + reasoning step, q-value

new reasoning step

context + reasoning step

value

1

1

2

2 2

2

1

1

context

Fig. 6: An overview of the x1 framework is presented, highlighting its two-phase training process. In phase 1, the models are initialized, while in phase 2, the models
are iteratively refined by alternating between constructing a sufficient number of MCTS trees and training the models on data derived from these trees.

• Data Storage In the cloud, object storage provides auto-
matic bandwidth scalability that allows scale computa-
tions operating on the same data. To overcome latency and
power constraints, data can also be placed in in-memory
caches like Redis and hybrid solutions that combine disks
with flash memory [180].

• Communication Requirements of the x1 blueprint differ
from classical microservices, that rely on high-level ab-
stractions like RPC and REST interfaces. RLM must uti-
lize high-performance network fabrics offered by modern
clouds, such as InfiniBand on Azure and Elastic Fab-
ric Adapter (FBA) on AWS, both capable of achieving
throughput of 400 Gb/s [40]. These are also available
to training processes distributed across many GPUs, e.g.,
through specializations of the NVIDIA collectives library
NCCL.

• Parallelism We apply parallelism at multiple blueprint
levels, including the classic data, model, and pipeline
parallelism. These can scaled horizontally across a larger
number of virtual machines and containers. On the other
hand, reasoning steps can benefit from elastic scaling, like
in distributed MCTS and Beam Search, where each path
can be explored in parallel. There, containers can be allo-
cated on the fly to support new paths and deallocated as
soon as the parallelism scale of the computation decreases.

New developments in the machine learning infrastruc-
ture can significantly impact RLM deployment strategies:

• Elastic Compute Computing tasks can be executed on
ephemeral resources that trade the guaranteed lifetime
and reliability for lower costs, such as spot virtual ma-
chines [107]. Serverless functions provide elasticity scal-
ability with fine-grained pricing models [38], which can
be a good fit for dynamically generated reasoning steps.
However, serverless functions are stateless and suffer
from cold starts, which requires optimization techniques
dedicated to LLMs [50]. Furthermore, restricted network
communication in functions forces the adoption of new

communication protocols [37], [73].
• GPU Management Cloud rental of GPU devices is partic-

ularly expensive, and procuring a sufficient number of de-
vices can be challenging, specifically when constrained to
a single cloud region. Given the large compute and mem-
ory requirements of base models, space-sharing might
not be feasible. On the other hand, time-sharing of GPU
devices between different x1 services could be a viable
alternative, but it is currently constrained by large memory
allocations and the cost of swapping model checkpoints
between CPU and GPU memory. To increase resource
utilization, new techniques for efficient GPU checkpoint
and restore are needed [50].

• Parameter-Efficient Resource Sharing Resource-sharing
can be further enhanced by utilizing a shared base model
architecture for the policy and value models, while dy-
namically swapping task-specific parameter layers - such
as Low-Rank Adaptation [66], prefix tuning [86], or other
adapter layers - on the GPU during inference. These
modular strategies keep the base model loaded in device
memory and replace only the lightweight task-specific
layers, eliminating redundant loading and reducing both
latency and memory usage. An example of an RLM, which
uses a shared base model with separate additional linear
layers for policy and value model, is AlphaMath [24].

• Cross-Region Deployment Cloud applications are often
deployed in a single region to avoid the performance and
cost of cross-region data access. However, workloads can
be scheduled globally, suspended, and migrated across re-
gions to avoid hardware resource exhaustion and achieve
lower carbon emissions [34], [161].

7.6 Example Analysis: Token Probability Distributions

As an illustrative example, we use the framework to directly
leverage the token probability distribution, thereby facilitating
the use of associated properties—such as entropy and vari-
ance—for guiding subsequent reasoning decisions. By fo-
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cusing on these probabilistic characteristics, the framework
can help identify when to expand a given reasoning step.
Using token probability distributions can be used for navi-
gating the reasoning based on both coarse and fine steps.
To support this analysis, the x1 implementation includes
scripts that provide insights into token-level metrics, such
as entropy fluctuations and distribution patterns, to inform
reasoning strategies.

7.6.1 Relevance of Token Probability Distribution
The token probability distribution provides critical informa-
tion about the likelihood of different next-step candidates in
a reasoning process. By examining this distribution, we can
gain insight into how certain tokens dominate or diversify
the reasoning space, and in turn, guide more informed
decisions about which step to take next.

We now list a few scenarios where different token distri-
butions offer insights into which reasoning decision is best
to take at a given step.
• Flat Token Distribution. A flat probability distribution

occurs when all tokens have roughly equal probabilities. In
this scenario, there is significant uncertainty about which
step is the best to choose because no single token stands
out as a clear candidate. This can make the reasoning
process more exploratory, as the model may need to
consider multiple tokens equally and rely on additional
strategies—such as external heuristics or learned poli-
cies—to identify the most promising step. While this can
foster exploration, it may also lead to inefficiencies since
the model might need to evaluate many equally plausible
paths before finding an optimal solution. Another decision
that could be taken in such a scenario, is to delay initiating
a reasoning step till the token distribution changes to be
more skewed.

• Skewed Distribution with One Dominant Token. When
one token has a much higher probability than others, the
distribution is highly skewed. This often signals that the
model is confident about the next step in the reasoning
process. If the dominant token corresponds to a logical or
well-supported continuation, this confidence can stream-
line decision-making and reduce computational overhead.
However, if the model’s confidence is misplaced—perhaps
due to biases in the training data or a lack of con-
text—relying on a single dominant token may cause the
reasoning process to follow a suboptimal path. In such
cases, it’s crucial to assess whether the high-probability
token genuinely represents the most logical next step or if
additional validation is needed.

• Skewed Distribution with Multiple High-Probability
Tokens. In some cases, the distribution may be skewed
with a small set of tokens receiving much higher prob-
abilities than others. This indicates that the model sees
several plausible continuations, each with a reasonable
chance of being correct. While this is generally a posi-
tive sign—offering a diversity of credible options—it also
complicates the decision-making process. The reasoning
strategy must weigh the trade-offs between these top can-
didates, considering not only their individual probabilities
but also how each choice impacts the subsequent reason-
ing trajectory. This scenario highlights the need for effec-
tive evaluation metrics (like entropy or Gini coefficient) to

help select the step that contributes most to reaching the
correct or desired outcome.

By analyzing token probability distribution and identi-
fying the cases above and others, reasoning strategies can,
for example, improve efficiency (identifying when a distri-
bution is flat allows the reasoning algorithm to focus on
diversification or introduce additional constraints to narrow
down choices), enhance decision confidence (recognizing
when one token is dominant can help expedite decisions,
provided the model’s confidence is well-founded), or foster
balanced exploration (detecting multiple high-probability
tokens facilitates exploring various credible paths without
being overly committed to a single option).

7.6.2 Analyzing Token Probability Distribution
To understand the form of a token probability distribution,
we examine variance, entropy, VarEntropy, and the Gini
coefficient as key metrics that offer distinct perspectives on
the distribution’s shape and characteristics.

Variance provides a broad measure of uncertainty by
reflecting how spread out the probabilities are across the vo-
cabulary. When variance is low, the probabilities are nearly
uniform, indicating a flat distribution. However, variance
alone does not capture the specific structure or shape of the
distribution. For example, two distributions can have the
same variance but differ in their overall form, such as one
having multiple minor peaks versus another being nearly
uniform with a single dominant token. To address this, we
consider further measures below.

Entropy has long been a standard measure of uncer-
tainty and information content in a probability distribu-
tion. Higher entropy corresponds to greater unpredictabil-
ity—requiring more information to describe the system’s
state. For instance, if all tokens have nearly equal proba-
bilities, the entropy is high, reflecting a flat distribution. In
contrast, low entropy occurs when a small number of tokens
dominate, resulting in a skewed distribution. The entropy
of a distribution is given by H = −

∑
i pi log2(pi), where

pi is the probability of the i-th token. This metric provides
valuable insight into whether the distribution is diffuse and
exploratory or concentrated and decisive.

VarEntropy extends this analysis by measuring the vari-
ability of entropy itself, thus offering a dynamic view of how
uncertainty changes. A high VarEntropy combined with low
entropy often indicates a sharp, focused distribution with a
few dominant outcomes. Conversely, low VarEntropy and
high entropy typically reflect a flat, uniform distribution
where no single token stands out. The VarEntropy is defined
as

∑
i pi(| log(pi)| − |H|)2. This metric captures the nu-

anced shifts in distribution shape, helping to pinpoint how
tightly probabilities cluster around certain tokens versus
how broadly they spread.

The Gini Coefficient, traditionally used to measure in-
equality, provides another lens on the form of the distribu-
tion. A perfectly equal distribution has a Gini coefficient of
0, signifying that all tokens have identical probabilities. A
Gini coefficient closer to 1 indicates high inequality, where a
few tokens hold most of the probability mass. By visualizing
the cumulative distribution of sorted probabilities, the Gini
coefficient highlights how the probability is concentrated or
dispersed.
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(a) 1st example (b) 2nd example

(c) 3rd example (d) 4th example

Fig. 7: Four examples of model output with highlighted tokens indicating uncertainty levels. The outputs have been color-coded to reflect the confidence levels of
the model’s token predictions. Tokens are highlighted in purple when the highest probability is below 0.8 (indicating lower certainty without significant contention),
in blue when the second-highest probability exceeds 0.1 (indicating contention, where another token is a close alternative), and in red when both conditions are
met (indicating high uncertainty). These examples illustrate varying levels of prediction confidence and contention in reasoning steps, emphasizing regions of high
ambiguity or competition between plausible continuations. This type of visual analysis is useful for identifying points in the reasoning process where the model
lacks confidence or is torn between alternatives, guiding refinements in reasoning strategies and model design. It also helps pinpoint critical areas where additional
supervision or context may improve model performance.

Together, these metrics—variance, entropy, VarEntropy,
and Gini—enable a detailed examination of token prob-
ability distributions. By leveraging each metric’s unique
strengths, we can effectively characterize whether a distri-
bution is flat, skewed with a dominant token, or skewed
across several highly probable tokens, ultimately guiding
more informed decisions in reasoning and model develop-
ment.

7.6.3 Example Results
Figure 7 and 8 illustrate example model outputs and their
respective token probability distributions. By analyzing the
highest probabilities, the second-highest probabilities, and
the sum of the remaining probabilities, we gain valuable
insights into the underlying token distribution, which can
subsequently be quantified through the uncertainty metrics
discussed earlier.

In Figures 8a and 8d, specific regions emerge where the
top two probabilities are very close, while the remaining
probabilities are significantly smaller. Such regions likely
indicate scenarios where forking the reasoning process (e.g.,
exploring multiple paths) could disproportionately benefit
future outcomes, as the competing high-probability tokens
suggest alternative plausible continuations. Conversely, in
instances where the first probability is notably high, with
much lower second and remaining probabilities, the model
exhibits strong confidence in a single continuation. These
cases are conducive to more deterministic reasoning, as
forking may be unnecessary.

Additionally, regions with a relatively high sum of the re-
maining probabilities (close to the top two) highlight flatter
distributions with high uncertainty. These scenarios signal
a need for cautious reasoning, where clarification or addi-
tional contextual refinement may help reduce ambiguity. For
instance, such uncertainty may suggest that the model has
not yet committed to a specific path and could benefit from
revisiting earlier reasoning steps to address potential errors
or misalignments.

Figure 9 further analyzes these results using metrics such
as variance, entropy, VarEntropy, and the Gini coefficient. In

Figure 9a, a zero-shot prompt demonstrates lower uncer-
tainty overall, suggesting that it yields more confident pre-
dictions and potentially higher-quality outputs. However,
the presence of specific high-probability tokens (e.g., “472”)
raises concerns about potential data leakage into the training
set or the tokenizer, which could bias the results. Another
notable observation is the high uncertainty associated with
<thought>tokens, which appear challenging for the model
to predict accurately. This highlights the complexity intro-
duced by token granularity, where most words correspond
to single tokens, resulting in a roughly even distribution for
the next token across the vocabulary in some contexts.

The uncertainty metrics provide actionable insights for
reasoning strategy design. For example, cases with high
VarEntropy and low entropy indicate a distribution where a
few outcomes dominate, making tree-based search strate-
gies effective. These strategies prioritize exploring high-
probability outcomes while avoiding unnecessary evalua-
tions of less probable branches. In contrast, low VarEntropy
and high entropy reflect a flat distribution where no clear
outcome dominates. Such cases could benefit from clarifica-
tion mechanisms or intermediate step refinements to reduce
ambiguity before proceeding further.

Interestingly, the Gini coefficient often highlights critical
regions more effectively than other metrics. In vital reason-
ing areas, it captures the inequality in token probabilities,
helping to identify tokens that significantly influence the
reasoning process. This contrasts with metrics like entropy
and VarEntropy, which may also flag tokens related to
formatting or stylistic choices, providing less task-specific
utility.

Overall, these visualizations and metrics emphasize the
importance of analyzing token probability distributions to
design effective reasoning strategies. By leveraging the nu-
anced patterns revealed by these metrics, models can better
adapt to uncertainty, balance exploration and exploitation,
and optimize decision-making during the reasoning pro-
cess.
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(a) To evaluate ⌈
√
20⌉2, we need to follow the order of operations (PEMDAS):1. Evaluate the square root of 20:

√
20 ≈ 4.472

2. Round up to the nearest integer using the ceiling function: ⌈4.472⌉ = 5

3. Square the result: 52 = 25Therefore, the final answer is 25 .

<|be
gin

_o
f_t

ex
t|> <th

ou
gh

t >
Fir

st ,
 w

e
 ne

ed  to fin
d

 th
e

 sq
ua

re
 ro

ot  of  20 ,
 so  le

t 's
 us

e  a
 ca

lcu
lat

or  to  ge
t

 an

 ap
pro

xim
ate

 va
lue  of  20   4 .
47

2 .<
/

tho
ug

ht> <th
ou

gh
t >

Sin
ce  w
e 're

 de
ali

ng
 w

ith  th
e

 ce
ilin

g
 fu

nc
tio

n ,
 w

e
 sh

ou
ld

 co
ns

ide
r

 th
e

 sm
all

es
t

 in
teg

er
 gr

ea
ter

 th
an  or

 eq
ua

l  to  th
e

 sq
ua

re ...

0.4

0.6

0.8

1.0

H
ig

he
st

 P
ro

ba
bi

lit
y

0.0

0.1

0.2

0.3

0.4

2n
d 

H
ig

he
st

 P
ro

ba
bi

lit
y

0.0

0.2

0.4

0.6

Su
m

 o
f t

he
 R

es
t

(b) <thought>First, we need to find the square root of 20, so let’s use a calculator to get an approximate value of
√
20 ≈ 4.472.<thought>

<thought>Since we’re dealing with the ceiling function, we should consider the smallest integer greater than or equal to the square root of 20, which is the ceiling of√
20. </thought>

<thought>We can also consider the perfect squares that are closest to 20, such as 16 and 25, to estimate the value of
√
20 and then apply the ceiling

function.</thought>
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(c) <thought>First, we need to find the square root of 20, which is approximately 4.472, so we can round up to the nearest whole number using the ceiling function,
which gives us 5.</thought>

<thought>We can evaluate the expression ⌈
√
20⌉2 by first finding the square root of 20, then rounding up to the nearest whole number, and finally squaring the

result.</thought>
<thought>Since ⌈x⌉ is the ceiling function, we can rewrite the expression as ⌈

√
20⌉2 = ⌈4.472⌉2 = 52 = 25.</thought>
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(d) <thought>First, we need to calculate the square root of 20.</thought>
<thought>We can start by finding the square root of 20, which is approximately 4.472, and then round up to the nearest whole number using the ceiling

function.</thought>
<thought>Another approach is to recognize that 20 is between the perfect squares 16 and 25, so we can use this information to estimate the ceiling of the square root

of 20.</thought>

Fig. 8: Probabilities of the first 64 tokens of example model outputs. We show the two highest probabilities as well as the sum of the other probabilities.
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(a) To evaluate ⌈
√
20⌉2, we need to follow the order of operations (PEMDAS):1. Evaluate the square root of 20:

√
20 ≈ 4.472

2. Round up to the nearest integer using the ceiling function: ⌈4.472⌉ = 5

3. Square the result: 52 = 25Therefore, the final answer is 25 .

<|be
gin

_o
f_t

ex
t|><th

ou
gh

t >
Fir

st ,
 w

e
 ne

ed  to fin
d

 th
e

 sq
ua

re
 ro

ot  of  20 ,
 so  le

t 's
 us

e  a
 ca

lcu
lat

or  to ge
t

 an

 ap
pro

xim
ate

 va
lue  of  20   4 .
47

2 .<
/

tho
ug

ht> <th
ou

gh
t >

Sin
ce  w
e 're

 de
ali

ng
 w

ith th
e

 ce
ilin

g
 fu

nc
tio

n ,
 w

e
 sh

ou
ld

 co
ns

ide
r

 th
e

 sm
all

es
t

 in
teg

er
 gr

ea
ter

 th
an  or

 eq
ua

l  to th
e

 sq
ua

re ...

0

0

0

0

Va
ri

an
ce

 (
1e

-6
)

0

1

2

En
tr

op
y

0

2

4

Va
rE

nt
ro

py

0.9990

0.9995

1.0000

G
in

i C
oe

ff
ic

ie
nt

(b) <thought>First, we need to find the square root of 20, so let’s use a calculator to get an approximate value of
√
20 ≈ 4.472.<thought>

<thought>Since we’re dealing with the ceiling function, we should consider the smallest integer greater than or equal to the square root of 20, which is the ceiling of√
20. </thought>

<thought>We can also consider the perfect squares that are closest to 20, such as 16 and 25, to estimate the value of
√
20 and then apply the ceiling

function.</thought>
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(c) <thought>First, we need to find the square root of 20, which is approximately 4.472, so we can round up to the nearest whole number using the ceiling function,
which gives us 5.</thought>

<thought>We can evaluate the expression ⌈
√
20⌉2 by first finding the square root of 20, then rounding up to the nearest whole number, and finally squaring the

result.</thought>
<thought>Since ⌈x⌉ is the ceiling function, we can rewrite the expression as ⌈

√
20⌉2 = ⌈4.472⌉2 = 52 = 25.</thought>
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(d) <thought>First, we need to calculate the square root of 20.</thought>
<thought>We can start by finding the square root of 20, which is approximately 4.472, and then round up to the nearest whole number using the ceiling

function.</thought>
<thought>Another approach is to recognize that 20 is between the perfect squares 16 and 25, so we can use this information to estimate the ceiling of the square root

of 20.</thought>

Fig. 9: Uncertainty metrics (variance, entropy, VarEntropy, and the Gini coefficient) plotted against the first 64 tokens of the output token sequence.
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Fig. 10: Estimated 95%-confidence interval length for different question set sizes
using sampled generated answers from a subset of 1000 questions with eight
generated answers per question at temperature 1. The confidence interval is
calculated over the eight different pass@1 subsets of each question with 32 sets
randomly sampled with replacement for each set size.

7.7 Benchmarking RLMs

Our experience with benchmarking RLMs highlights critical
considerations for ensuring fair and reliable performance
comparisons. Incorporating multiple models within a rea-
soning scheme often increases output variance, emphasizing
the need for benchmarking on sufficiently large sample
sizes. Benchmarks with limited sample sizes, such as AIME
or AMC, which often provide only a two-digit range of sam-
ples, risk selective reporting. This occurs when researchers
focus on subsets of results where their models perform well,
rather than reflecting the true variability of their systems.

Experimental findings (Figure 10) demonstrate that
achieving low error variability, within a single-digit percent-
age range, requires evaluation across at least 500 samples.
Given the inherent complexity of RLMs, which often exhibit
greater variability than simpler LLM setups, these results
suggest specific sample size thresholds. We recommend that
individual benchmarks contain at least 200 samples per
category, with a minimum of 500 samples evaluated across
all categories to ensure statistically robust comparisons.
Adhering to these guidelines would in many cases mitigate
variability-driven biases and facilitate more transparent as-
sessments of RLM performance across different approaches.

8 EXAMPLE INSIGHTS FOR EFFECTIVE RLMS

We provide example insights gathered from the literature
and from our analyses of design decisions using x1.

Use Process-Based Evaluation Process-based evalua-
tion, in which the reasoning structure as a whole is as-
sessed, has been shown to be more reliable than alternative
methods such as Outcome-Based Reward Models (ORMs).
By examining the reasoning steps and their relationships
within the structure, process-based evaluation provides a
richer signal that helps models refine their reasoning paths
and improve overall accuracy. This approach ensures that
each intermediate step contributes positively to the final
outcome, resulting in more robust reasoning and better
generalization across tasks.

Use Two Phases for Training Adopting a two-phase
training strategy—splitting SFT and RL—has proven effec-
tive in several contexts. This phased approach allows the
model to first learn a solid foundation of reasoning patterns
in phase one, followed by fine-tuning under more complex,
adaptive conditions in phase two. For instance, research on
Process Reinforcement through Implicit Rewards demon-
strates that models trained with a dedicated SFT phase
can maintain performance on standard benchmarks while
achieving improved reasoning capabilities during RL. This
separation also helps mitigate instability and ensures that
each phase targets specific learning objectives, ultimately
leading to more robust RLMs.

Train on Familiar Distributions Training on familiar
data distributions can significantly influence a model’s ini-
tial performance and subsequent improvements. For exam-
ple, PRIME [39], [171] shows that training on a carefully
curated token sequence (such as the eois token approach)
avoids performance degradation. Similarly, in tasks like
rStar-Math [56], models trained on well-defined, familiar
distributions tend to stabilize more quickly and produce
higher-quality reasoning outputs. By focusing on familiar
distributions, researchers can ensure that the models effec-
tively internalize the fundamental reasoning patterns before
moving on to more diverse or challenging tasks.

Be Careful with Prompting LLMs to Critique and
Evaluate Relying on prompting alone to encourage large
language models to critique and evaluate their own outputs
often leads to instability. Research indicates that models
struggle to self-correct reliably when prompted to refine
their reasoning without external guidance. For example, a
recent study [68] illustrates that such prompting typically
fails to produce consistently improved results. Another
work [120] demonstrates that explicitly training the model
to output better responses through iterative refinement out-
performs simple prompting. These findings highlight the
importance of structured training approaches and careful
operator design when aiming for self-improvement capabil-
ities in RLMs.

9 BENCHMARKS FOR RLMS

We now outline benchmarks related to RLMs. Sun et al. [141]
provide a clear distinction between various types of reason-
ing including mathematical, logical, casual, and common-
sense. Below, we highlight a selection of benchmarks for
each category. We also include additional categories related
to the realm of RLMs, namely, coding related benchmarks
and benchmarks that involve reasoning utilities such as
tools or RAG. We show the benchmarks in Figure 11.

9.1 Mathematical Reasoning

Mathematical reasoning benchmarks involve arithmetic, ge-
ometry, and other mathematical tasks that use logical con-
structs and symbolic computation. They can be further cate-
gorized into benchmarks with fixed datasets and template-
based benchmarks [109], [139].

GSM8K [36] consists of a train set (7,473 samples) and
a test set (1,319 samples) of high-quality grade school-
level mathematical word problems. Early breakthroughs in
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Fig. 11: Overview of benchmarks for RLMs.

mathematical problem-solving by language models were
achieved by training on the training subset of this bench-
mark.

GSM Symbolic [109] introduces a generator that can
use 100 templated questions, which are derived from the
questions of the GSM8K dataset. This approach emphasizes
the limited generalization capabilities of current RLMs and
highlights the importance of templated benchmarks in eval-
uating LLMs’ performance in mathematical reasoning.

MATH [63] benchmark contains questions ranging in
difficulty from high school to competition-level mathemat-
ics, containing 12,500 problems, split into 7,500 for training
and 5,000 for testing. These problems are sourced from
various mathematics competitions such as the AMC 10,
AMC 12, and AIME (Level 5).

Functional MATH [139] builds upon the MATH dataset
by introducing templated problem formats designed to as-
sess the functional understanding of mathematical concepts
by LLMs. However, the code and templates remain inacces-
sible to the public, limiting its broader adoption.

AIME [4], AMC [3], and GaoKao [87] feature mathemat-
ical tasks ranging from Olympiad level to college entrance
level difficulty. The AMC is generally easier, the GaoKao
offers a broader range of difficulty levels, while the AIME is
likely the most challenging. AIME consists of 30 problems,
the AMC includes 40 problems and the GaoKao contains
around 300 questions.

OlympiadBench [60] is a more advanced benchmark
that spans Olympiad-level mathematics and physics prob-
lems, comprising 8,476 problems sourced from international
and Chinese Olympiad competitions, as well as the Chinese
College Entrance Exam (GaoKao).

CollegeMATH [147] is designed for evaluating college-
level mathematics, with a dataset that contains 1,281 train-
ing problems and 2,818 test problems. These problems are
sourced from textbooks, extracted with the help of LLMs.

U-MATH [32] benchmark features 880 university-level
test problems without images sourced from ongoing courses
across various institutions, currently available through the
Gradarius platform. This benchmark presents unpublished,

open-ended problems balanced across six core subjects.
FrontierMath [53] is an expert-level benchmark contain-

ing exceptionally challenging mathematics problems cov-
ering a wide array of modern mathematical domains. The
dataset size remains undisclosed, but the problems have
been carefully crafted and tested by expert mathematicians.
Notably, current state-of-the-art models can solve less then
2% of the problems, revealing a still significant gap between
AI capabilities and human expertise in the field of mathe-
matics.

In general, it is recommended to utilize templated ver-
sions of these benchmarks where available, rather than
relying solely on question-answer (QA) pairs. Templated
benchmarks minimize the likelihood of contamination from
prior exposure during model training, thus providing a
more accurate measure of performance [109], [139].

Other related benchmarks include MATH-401 [172],
MultiArith [124], AddSub [65] CHAMP [103], MathQA [5],
ARB [129], FIMO [90], Geometry3K [93], GeoQA [27],
UniGeo [25], miniF2F [183], LeanDojo [167], TheoremQA-
MATH [30], TRIGO [165], LISA [72], MathVista [92],
ChartQA [104], TABMWP [94], MultiHiertt [181], and
SCIBENCH [156].

9.2 Logical Reasoning
Logical reasoning emphasizes formal processes, from
propositional and predicate logic to automated theorem
proving.

PrOntoQA [127] generates ontology graphs, similar to
causality graphs, which do not necessarily reflect natural
patterns. From these graphs, it constructs statements and
poses questions that necessitate logical reasoning for resolu-
tion. Due to the abstract and artificial nature of some ontol-
ogy graphs, models must focus more on step-by-step logical
reasoning rather than relying on commonsense inference to
derive correct conclusions.

BIG-Bench [138] is one of the most extensive bench-
marks for reasoning tasks encompassing over 200 tasks,
each potentially comprising numerous questions. It encom-
passes a broad range of domains and employs templated
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question formats, enabling a systematic evaluation of rea-
soning capabilities across diverse contexts.

ARC Challenge [33] assesses the ability to understand
formal patterns, rules, and transformations within struc-
tured, grid-based environments. Tasks focus on identifying
logical structures such as conditional relationships and se-
quences. For instance, deducing transformations between
grids based on abstract rules exemplifies the application of
formal logical reasoning paradigms.

Other benchmarks include ProofWriter [145], FO-
LIO [58], WANLI [89], CLUTRR [136], Adversar-
ial NLI [112], AbductionRules [170], and Adversarial
ARCT [113].

9.3 Coding

There also exist benchmarks related to how well a given
model can code. These include ODEX [159], SWE-bench [74],
DS-1000 [81], APPS [61], MBPP [6], and HumanEval [28].

9.4 Causal Reasoning

Causal reasoning involves understanding and analyzing
cause-effect relationships, including counterfactual reason-
ing and causal inference. This domain challenges models to
predict or reason about events based on causal dynamics.

Tübingen Cause-Effect Pairs Dataset [110] comprises
108 cause-effect pairs drawn from diverse domains such
as meteorology, biology, medicine, engineering, and eco-
nomics. It serves as a comprehensive benchmark for assess-
ing causal reasoning across various contexts.

Neuropathic Pain Dataset [150] captures complex rela-
tionships between nerve function and symptoms in patients.
It requires a domain-specific knowledge and causal infer-
ence to accurately interpret the data.

Arctic Sea Ice Dataset [70] consists of a 12-variable
graph that models the dynamics of Arctic sea ice based on
satellite data generated since 1979. It provides a structured
environment to explore causal relationships within climato-
logical systems.

CRASS Benchmark [49] focuses on counterfactual rea-
soning tasks using 274 sample multiple choice questions. It
evaluates models’ abilities to answer counterfactual ques-
tions, using top-k accuracy as the primary performance
metric.

Many of these benchmarks have either been largely
solved by current state-of-the-art models, or their applica-
bility in real-world language model tasks remains limited,
rendering them unsuitable for benchmarking current RLMs.

9.5 Commonsense Reasoning

Commonsense reasoning encompasses tasks that require
the application of everyday knowledge, including questions
that rely on implicit cultural, social, or contextual under-
standing. This category also extends to specialized domain
knowledge tasks.

GPQA (Diamond) [122] is a multiple-choice benchmark
spanning disciplines such as chemistry, genetics, biology,
and physics. The questions are designed to be solvable by
experts (PhDs) within their respective fields but remain

challenging for experts from unrelated domains. The dia-
mond subset contains 198 samples.

MMLU (STEM) [62] incorporates questions across a
spectrum of difficulty, ranging from general commonsense
reasoning to highly specialized domain knowledge.

Other related benchmarks include Social IQa [126],
SWAG [173], HellaSWAG [174], CommonSenceQA [146],
PIQA [19], PHYRE [7], OpenBookQA [108], CConS [78],
WinoGrande [125], and FactCC [79].

9.6 Reasoning Utilities

Benchmarking capabilities of RLMs related to reasoning
utilizies involve testing the capabilities of an RLM in
how it acts as an agent. This includes benchmarks such
as GAIA [106], WebArena [185], Mind2Web [42], Web-
Shop [168], ALFWorld [132], AgentBench [91], Agent-
Gym [162], and AgentBoard [22]. Another line of related
benchmarks tests the RAG capabilites [26], [47], [98], [164].

10 RELATED ANALYSES

RLMs have been explored from several angles in prior
works, yet significant gaps remain in providing a systematic
blueprint and open-sourced framework for their construc-
tion. Below, we categorize prior efforts and describe how
our work advances the field.

10.1 Reasoning with Standard LLMs

Several works explore techniques for enhancing the reason-
ing capabilities of standard LLMs. These approaches use
straightforward mechanisms applied during pre-training,
fine-tuning or inference.

Enhancing Reasoning with Training Huang and
Chang [67] outline pre-training and fine-tuning on reason-
ing datasets, and advanced prompting strategies. Sun et
al. [141] contribute additional insights, including techniques
such as alignment training and the integration of Mixture
of Experts architectures. Furthermore, Huang et al. [69]
demonstrate the possibility of self-improvement on reason-
ing tasks with additional training on self-generated labels.

Reasoning with Prompting & In-Context Learning
Qiao et al. [118] provide an overview of prompting-only
techniques, classifying prompting methods into two main
categories: strategy-enhanced reasoning and knowledge-
enhanced reasoning. Besta et al. [14] provide a taxonomy
of different advanced in-context reasoning topologies. These
include the Chain-of-Thought (CoT) [160], Tree of Thoughts
(ToT) [169], and Graph of Thoughts (GoT) [9].

Some of these works further provide overviews of dif-
ferent reasoning tasks, reasoning datasets, and reasoning
benchmarks [67], [118], [141]. Others focus on enhancing
domain-specific reasoning, such as mathematical [2], [95],
[166] or logical reasoning [97].

These studies remain largely limited to reviewing ex-
isting literature. Therefore, they lack code implementation
and rarely employ formal language. Most importantly, they
rarely cover explicit reasoning models. Our blueprint inte-
grates most of these techniques within a broader, modular
structure.
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10.2 Explicit Reasoning Models
The following works explore techniques that extend beyond
basic mechanisms applied during pre-training or inference.
These methods involve additional computation to itera-
tively refine reasoning paths, often increasing computa-
tional demands during training and/or inference.

Dong et al. [44] provide a taxonomy and survey of
inference-time self-improvement methods, including in-
dependent, context-aware, and model-aided approaches.
Guan et al. [55] propose verifier engineering, a post-training
paradigm for foundation models involving three stages:
Search, Verify, and Feedback, to enhance model outputs
with scalable supervision signals. Zeng et al. [175] provide
a comprehensive roadmap for reproducing OpenAI’s o1
reasoning model from a reinforcement learning perspective.
Although the work thoroughly examines all core com-
ponents: policy initialization, reward design, search, and
learning, no implementation is provided. Various specific
implementations of RLMs exist, we provide a summary in
Table 1. There are also other works related to Explicit RLMs,
considering both coarse reasoning steps [157], [163] and fine
reasoning steps [41], [157], [163].

Our blueprint provides a more foundational and uni-
versally applicable framework for RLMs. We further sup-
plement the theoretical and algorithmic overview with a
modular and scalable implementation to enable practical
development and experimentation.

11 CONCLUSION

This work introduces a comprehensive blueprint for reason-
ing language models (RLMs), providing a flexible and mod-
ular toolbox that demystifies the intricate design and oper-
ation of these advanced systems. By encompassing diverse
reasoning structures, operations, and training schemes, the
blueprint establishes a robust foundation for constructing,
analyzing, and extending RLMs tailored to various appli-
cations. The accompanying x1 implementation enhances
this contribution, offering a modular, minimalist, and user-
friendly platform for experimentation and rapid prototyp-
ing of novel RLM architectures.

Our blueprint and x1 pave the way for several exciting
avenues of future research and development in reasoning
AI. One example is Trace-Based Supervision (TBS), which
extends process-based supervision by incorporating labeled
traces of traversal through reasoning structures. TBS has the
potential to train more powerful implicit RLMs capable of
internalizing reasoning structures and improving general-
ization.

The work also explores new directions in value and
reward modeling, introducing a hierarchy of models and
formally identifying several recent designs as instances of a
new class of models, namely the Outcome-Driven Process
Reward Model. This model class bridges the gap between
outcome-based evaluation and process-based supervision
by dynamically connecting intermediate reasoning steps to
terminal outcomes, enabling more granular feedback during
training without the need.

Additionally, the blueprint’s extensive set of operators
can inspire the development of innovative reasoning strate-
gies, such as advanced tree-based searches, multi-step re-

finement processes, or hybrid search algorithms that adapt
dynamically to the task’s complexity. These strategies can
be tailored using the token probability distribution anal-
ysis tools provided, leading to more effective generation
strategies that optimize reasoning steps through probabilis-
tic insights. The blueprint also provides a foundation for
developing nested architectures where reasoning structures
such as trees and graphs are embedded hierarchically. These
designs can address multi-layered reasoning tasks, expand-
ing the scope of RLM applications to domains requiring
deep, structured reasoning processes.

Scalability remains a key focus of this work. The
blueprint’s modular design supports future scalable cloud
deployments that enable efficient distribution of compute-
intensive tasks across cloud infrastructures. These deploy-
ments will not only enhance scalability but also optimize
cost and resource utilization, making RLMs more accessible
for real-world applications.

By exploring and integrating these ideas, this work aims
to empower the next generation of reasoning language mod-
els, democratize access to advanced reasoning capabilities,
and foster innovation across research and industry. The
blueprint’s versatility, combined with the x1 platform, will
make it one of the factors in the progress in RLM research
and applications.
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APPENDIX A
MATHEMATICAL FOUNDATION OF MARKOV DECI-
SION PROCESSES FOR REASONING TASKS

y so far to put this on the first page of the appendix
In this section, we provide a rigorous mathematical

framework for RLMs. We achieve this by integrating the the-
ory of Markov Decision Processes (MDPs) with the Monte
Carlo Tree Search (MCTS) algorithm. The MDP serves as
a foundational formulation for modeling various types of
processes, and it can be applied to model reasoning chains,
which constitute the reasoning structure of the RLMs. Si-
multaneously, MCTS serves as an efficient search algorithm
for exploring and navigating the extensive space of possible
reasoning chains. The resulting state space is then used as
a basis for modeling the RLM. An overview of the notation
used in this section is provided in Table 2.

A.1 Markov Decision Process
Markov Decision Process (MDP) is defined as a 5-tuple
M = (S,A, p, r, γ), where S is the state space, A is the
action space with As ⊆ A denoting the set of actions which
can be taken in the state s, p represents the dynamics of
transitions between states, i.e., p : S ×A×S → [0, 1] where
p(s, a, s′) is the probability of transitioning to the state s′

when action a was selected in the state s, r : S ×A×S → R
is the reward function, i.e., r(s, a, s′) represents the reward
for arriving in the state s′ after selecting the action a in the
state s, and γ ∈ [0, 1] is a discount factor.

A.1.1 Solving an MDP
Before stating what it means formally to solve an MDP, we
first need several definitions.

A trajectory τπ = (s0, a0, . . . , sT , aT , sT+1) is a sequence
of interleaved states and actions, selected according to the
policy π (see below for the policy definition). Each trajectory
starts at an initial state s0 ∈ S and ends with sT+1 ∈ S
which represents the terminal state where no further actions
can be taken.

A policy π(s) is a function assigning a probability
distribution over the action space to a given state s; π :
S → ∆(A) where ∆(A) is a set of probability distributions
over action space A. The expression π(a | s) denotes the
probability of selecting the action a in the state s according
to the policy π.

State value function Vπ(st) represents the expected
cumulative future reward for a given state st under policy
π:

Vπ(st) = E

[
T∑

k=t

γk−tr(sk, ak, sk+1) | st

]
(3)

where T is a predefined time-horizon. Note that, in order to
obtain the state sk+1, an action ak is first derived by sam-
pling from a distribution π(sk). Once the action ak is chosen,
the environment dynamics p(sk+1 | sk, ak) determine the
probability distribution of the next state sk+1.

Tthe goal of solving an MDP is to find a policy π∗

which maximizes the value function as defined above for
all states s ∈ S , π∗ = argmax

π
Vπ (s)

The State-Action value function Q(st, at) Oftentimes, it
is useful to use the state-action value function Q(st, at) in-
stead of the state value function. Specifically, the state-action
value function Q(st, at) extends the state value function so
that the function value is defined on a state and a specific
action at:

Qπ(st, at) = Eπ

[
T∑

k=t

γk−tr(sk, ak, sk+1) | st, at

]
= r(st, at) + γEst+1 [Vπ(st+1) | st, at] ,

where Bellman’s equation is used in the second equality.

A.1.2 MDPs in the RLM Setting
In the context of RLMs, a state s ∈ S is typically defined as a
sequence of reasoning steps s = (z0 . . . zn), where each rea-
soning step zi is a sequence of Mi tokens zi = (t0i , . . . , t

Mi
i ).

Each tji is a token from the RLM’s vocabulary, and the total
number of tokens per reasoning step Mi can vary. One can
use a special token tMi = tend to indicate the end of the
reasoning step. Typically, the initial query q is used as the
first reasoning step z0 = q. In the study of RLMs, an action
a ∈ As usually represents appending a new reasoning step
z(a) to the current state s = (z0, ..., zn) resulting in a new
state s′ =

(
z0, ..., zn, z

(a)
)

. Since every action a is uniquely

associated with exactly one reasoning step z(a) for every
s = (z0, ..., zn) and s′ = (z0, ..., zn, zn+1), we have

p(s, a, s′) =

{
1 if zn+1 = z(a)

0 if zn+1 ̸= z(a)

The definition of the reward function depends on the
specific task. A reward commonly seen in reasoning tasks
assigns non-zero reward only in the terminal states and
hence only at the final reasoning step. This approach reflects
the fact that for most tasks, the only final answer can be
evaluated against the ground-truth solution to the origi-
nal query. We call such reward functions sparse to clearly
distinguish it from other setting in which intermediate
rewards can be observed by the algorithm in the non-
terminal states. The discount factor γ determines how future
rewards influence the current decision-making process. A
higher discount factor (γ → 1) places greater emphasis on
long-term reasoning success, allowing the model to generate
long reasoning sequences, while a lower discount factor
prioritizes immediate rewards, incentivizing faster progress
and shorter reasoning sequences.

In the RLM setting, a trajectory τπ =
(s0, a0, . . . , sT , aT , sT+1) represents the progression of
states st and actions at ending with a terminal state sT+1

in which no further reasoning steps can be added. The final
reasoning step contains the RLM’s answer to the original
query.

The policy π(a | s) in the context of RLMs defines
the probability of selecting an action a that corresponds to
appending a reasoning step z(a) to the current reasoning
sequence represented by the state s. Since there exists a
bijective mapping f : A → Z between the action space A
and the reasoning step spaceZ , the probability distributions
can be equated using the change of variables. Formally:

π(a | s) = π(z | s), where z = f(a).
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TABLE 2: Overview of mathematical notation used in the paper

Symbol Description

M = (S,A, p, r, γ) Markov Decision Process (MDP) definition.
s ∈ S A state in the state space, representing a sequence of reasoning steps.
a ∈ A An action in the action space, corresponding to selecting the next reasoning step.
As ⊆ A a set of actions available in state s.
p(s′ | s, a) The probability of transition to state s′ from state s taking action a in state s.
r(s) The reward received when arriving in state s.
γ ∈ [0, 1] Discount factor, determining the present value of future rewards.
πθ(a | s) Policy parameterized by θ, representing the probability of taking action a in state s.
Vπ(s) Value function under policy π, representing the expected return starting from state s.
Qπ(s, a) State-action value function under policy πθ , representing the expected return of taking action a in state s.
τπ A trajectory consisting of states and actions, (s0, a0, s1, . . . , sT+1) following policy π.

Based on the definition of the reasoning step and apply-
ing the chain rule we can then rewrite the policy as:

π(zt+1 | st) =
Mt+1∏
j=0

π(tjt+1 | st, z0t+1, . . . , z
j−1
t+1 ),

In the RLM setting, the state value function V (st) as-
sesses the expected cumulative reward of a partial reasoning
sequence st, estimating its overall potential to lead to a
successful solution. The state-action value function Q(st, at)
extends this by quantifying the expected cumulative reward
for taking a specific action at (e.g., appending a reasoning
step zt+1) to the current state st and then following the
policy π. It incorporates both the immediate reward for
appending the reasoning step and the anticipated future
rewards from completing the reasoning sequence. Together,
these functions inform and guide the policy π to prioritize
actions that maximize the expected cumulative reward. By
leveraging V (st) or Q(st, at), the policy can be trained
to select reasoning steps that progress toward correct and
complete solutions, transforming an LLM into a RLM.

A.2 Monte Carlo Tree Search (MCTS)
Monte Carlo Tree Search (MCTS) is a heuristic search
algorithm used for solving MDP problems. MCTS iteratively
builds a search tree, representing the underlying MDP state-
action space, by aggregating the information obtained from
executed MDP trajectories. Let T = (N,E) denote the
MCTS search tree where N ⊆ S is the set of nodes and
E ⊆ N × A × N is the set of directed edges between the
nodes. Every node in the MCTS search tree corresponds
to a single state in the MDP and every edge corresponds
to a single action. Every path from the root to the leaf of
the search tree T corresponds to a single trajectory in the
underlying MDP.

Edge statistics The MCTS algorithm stores the following
three values for every edge s, a in the search tree:

• N(s, a) - the visit count of the edge (s, a) by the
algorithm,

• q(s, a) - the estimated state action value of (s, a),
• r(s, a) = r(s, a, s′) - the reward received after taking

the action a in the state s leading to the state s′,
• β(s, a) - the terminality function indicating if the action
a leads to a terminal state.

The Algorithm At the high level, the MCTS begins by
initializing the tree with a single starting state s0 as a root
node and performing the following three phases in a loop:

1) Selection - a leaf-node in the current tree is selected for
expanding its child (children).

2) Expansion - if the selected node does not correspond
to a terminal state, it is expanded by taking an action
(or multiple actions) in the underlying MDP and by
adding the resulting state (states) to the tree as children
of the current node. A trajectory unroll is performed
for every added node to obtain a reward. “Unroll”
refers to simulating a sequence of steps from a newly
added node in the tree down to a terminal state. This
simulated trajectory represents a hypothetical path the
system might take if it continued from the current node.
Once the simulation reaches a terminal state, a reward
value is calculated based on the outcome of that path.

3) Backpropagation - update the value estimates and the
visit counts for the selected node and all its ancestors
based on the obtained reward.

The MCTS algorithm finishes when the stop criterion
such as the the number of iterations, the predefined com-
putational budget, or the convergence criterion is met.

APPENDIX B
VALUE AND REWARD MODELS

We now proceed to discuss details of value and reward
models.

B.1 Outcome-Based Reward Models (ORM)
vs. Process-Based Reward Models (PRM)
In reinforcement learning environments, reward models
estimate the reward for taking an action a in state s which
leads to state s′. For reasoning tasks and algorithms like
MCTS, which rely on evaluating intermediate steps, it is
essential to have models capable of estimating the qual-
ity of each step. Two primary families of reward models
for such process-based tasks are Outcome-Based Reward
Models (ORMs) and Process-Based Reward Models (PRMs).
Figure 12 compares both classes of models.

Outcome-Based Reward Models (ORMs), first intro-
duced by Uesato et al. [151], evaluate the reasoning process
solely based on the final outcome. These models estimate the
reward of the final step in the chain, often modeled in the
literature as the likelihood of a correct final answer given the
entire reasoning chain P (correct(zT+1) | z0, ..., zT+1) [88],
[151] where sT+1 := z0, ..., zT+1 is the complete reasoning
chain consisting of reasoning steps zi and T + 1 marks
the last reasoning step. ORMs are particularly ill-suited
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for evaluating intermediate steps for several reasons. First,
the training data and objective are inherently misaligned
with step-wise evaluation, as they focus exclusively on
final outcomes. Second, ORM evaluations tend to be overly
pessimistic for intermediate steps since a subsequent erro-
neous step can obscure the correctness of earlier steps. This
observation aligns with Havrilla et al. [59], who noted that
ORMs often underestimate the solvability of a problem from
an intermediate state and are prone to a high false-negative
rate. Furthermore, ORMs lack robustness against false pos-
itives, potentially favoring erroneous reasoning steps and
misleading the evaluation process.

Process-Based Reward Models (PRMs), introduced
by Lightman et al. [88] and Uesato et al. [151], evaluate
reasoning on a step-by-step basis. These models estimate
the reward of a step, which can be seen as the likelihood
of correctness for the t-th step given its preceding context
P (correct(zt) | z0, ..., zt) where st := z0, ..., zt is a
potentially incomplete reasoning chain and zi are reasoning
steps and z0 is the query. PRMs provide more fine-grained
feedback and can pinpoint errors in the chain. This step-
wise evaluation provides dense rewards given partial
responses and helps identify where reasoning deviates from
correctness, offering improved interpretability and enabling
more targeted improvements in reasoning processes.
However, PRMs are computationally expensive to train
and require extensive annotations of reasoning steps. These
annotations, whether provided by humans or other LLMs,
often suffer from limitations: human annotations are scarce,
costly, and prone to bias, while prompted LLM-generated
annotations [154] are typically of lower quality due to
their limited self-evaluation capabilities [99]. Automated
methods using for example MCTS such as [96], [155]
introduce large computational costs and are prone to false
negatives.

B.2 Outcome-Driven Process-Based Reward Models

Motivated by the need for process-based reward models but
constrained by the lack of annotated step-wise labels, certain
models that we will refer to as Outcome-Driven Process-Based
Reward Models (O-PRMs) have been proposed; they combine
outcome-based signals with process-based objectives. We show
these models in Figure 12. These models rely on process-
based data, often automatically generated using MCTS algo-
rithms, where simulations starting from a given step st are
performed. The final correctness of these simulated paths is
aggregated to create step-wise labels [96], [155] (for other,
non-MCTS approaches see [59]). This automation enables
scalable data generation for O-PRMs, eliminating the need
for extensive human annotation. Although O-PRMs can be
categorized as process-based models due to their approxi-
mation of step-wise rewards, they remain inherently tied to
outcome signals. Some authors [151] suggest that, under cer-
tain conditions, outcome signals in mathematical domains
can approximate intermediate labels. However, O-PRMs
inherit many limitations of ORMs, including susceptibility
to false negatives, false positives, and an over-reliance on
terminal outcomes. While the aggregation of multiple simu-
lations helps reduce variance, the backtracking process may

still oversimplify complex dependencies within reasoning
chains.
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B.3 Reward Models vs. Value Models

While the distinction between reward models and value
models is often blurred in the literature—and their
terminology is sometimes used interchangeably—we
explicitly differentiate between these model types for
evaluating reasoning steps. Additionally, we distinguish
two variants of value modes: v-value and q-value models.
This differentiation arises from the distinct roles these
models play in reinforcement learning environments.

B.3.1 Reward Model (RM)
A reward model predicts immediate rewards. In RL, this
corresponds to the reward obtained for a transition (s, a, s′)
from state s when taking action a which results in step s′.
For reasoning, this corresponds to adding a new reasoning
step a to the structure. The new structure is then represented
by s′. Specifically, PRMs – which are preferred over ORMs
for MCTS due to the need for action-based evaluation –
learn these rewards and can be used to evaluate states
(or the transition into a state). This formulation provides
a localized, step-level evaluation independent of the overall
outcome of the reasoning chain. The reward model is typi-
cally trained using labeled data where individual reasoning
steps are associated with reward values. While this localized
view is advantageous for step-by-step evaluation, it lacks
the ability to consider how the current step contributes
to the long-term success of the reasoning process. This
limitation motivates the introduction of value models.

B.3.2 Value Model (VM)
Value models provide a more abstract, global evaluation of
states and actions by estimating their contribution to future
rewards. Unlike reward models, which focus on immediate
outcomes, value models consider both current and future
rewards, enabling a broader perspective on reasoning qual-
ity. For example in reinforcement learning and MCTS, value
models play a critical role in guiding the search process. By
providing estimates of state or state-action values, they en-
able more informed decisions about which nodes to expand
and explore. We now discuss variants of value models.
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V-Value Model (V-VM). One variant of a value model is
the v-value model which predicts the expected cumulative
future reward of a state, denoted as V (s). This is equivalent
to the state value function in reinforcement learning, which
evaluates the long-term potential of the current state s.
A key advantage of V-VMs is their global perspective, as
they aggregate future rewards across all possible trajectories
originating from the current state. However, V-VMs do not
explicitly evaluate individual actions, which may limit their
utility in step-level decision-making. Additionally, v-values
are often ill-defined at terminal states, where rewards may
substitute for state values during training.

Q-Value Model (Q-VM). Another variant of a value
model is the q-value model. Q-VMs predicts the expected
cumulative future reward of taking a specific action a in
a given state s, denoted as Q(s, a). Unlike V-VMs, Q-VMs
explicitly associate values with state-action pairs, offering a
more granular evaluation. This granularity makes Q-VMs
particularly useful for MCTS, where decisions about which
edge (action) to expand at a given node (state) are critical.
By directly evaluating actions, Q-VMs align naturally with
the selection mechanisms in MCTS, guiding the search
toward promising paths. Similar to V-VMs, Q-VMs can also
be categorized as PQVMs (Process-based Q-Value Models),
OQVMs (Outcome-based Q-Value Models), and O-PQVMs
(Outcome-driven Process-based Q-Value Models).

The choice between V-VMs and Q-VMs depends on
the reasoning task and the specific requirements of the
evaluation framework. While V-VMs provide a broader,
state-centric evaluation, Q-VMs enable more precise, action-
specific guidance. In practice, MCTS often benefits from the
use of Q-VMs due to their compatibility with edge-based
selection.

Q-Value
Model

Reward
Model

v

r

0 0 0 1/-1

r r r

QQQQ

v v v
V-Value
Model

v=0

Fig. 13: Comparison of reward, v-value and q-value models in a sparse reward
setting (only terminal states receive non-zero rewards). Gray nodes mark terminal
nodes. The reward model should predict the rewards for transitioning from one
state to another which is 0 for non-terminal states and not providing information.
V-VMs and Q-VMs however, predict a global value and are therefore informative
for non-terminal states.

B.3.3 Example: Solving a Mathematical Equation
To illustrate the differences between reward models, value
models, and q-value models, consider the task of solving
x2 + y2 = 1 step-by-step.
• Reward Model (RM): A process-based reward model

(PRM) might assign a reward r(st, at, st+1) for the rea-
soning step at = ”Substitute y =

√
1− x2”. This reward

quantifies the quality of the resulting state st+1, indepen-
dent of whether it leads to a correct solution. However, in
sparse reward settings (only final steps receive a reward),
this reward would be 0.

• V-Value Model (V-VM): A V-VM estimates V (st), rep-
resenting the expected cumulative reward for the entire
expected solution process starting from st. For instance, if
st = (”Start with x2 + y2 = 1”), V (st) considers the long-
term potential of all reasoning paths originating from this
state.

• Q-Value Model (Q-VM): A Q-VM evaluates Q(st, at),
predicting the cumulative reward of taking a specific
action at (e.g., substituting y =

√
1− x2) in state st. This

value directly informs whether the action at is likely to
lead to a high-quality solution, providing a more granular
evaluation compared to the V-VM.

B.3.4 Summary

By differentiating reward models and value models, and
further categorizing value models into V-VMs and Q-VMs,
we provide a nuanced framework for evaluating reasoning
steps. Reward models offer localized evaluations, while
value models incorporate global, long-term perspectives.
This global evaluation enables the model to better prioritize
reasoning paths that are likely to lead to correct solutions
while mitigating the challenges posed by sparse or delayed
rewards. Therefore, we advocate for the use of a process-
based value model due to the sparsity of reward signals for
reasoning tasks. Among value models, Q-VMs are particu-
larly well-suited for MCTS due to their action-specific gran-
ularity, which aligns naturally with the tree’s edge-based
exploration mechanism. We will demonstrate the practical
implications of these distinctions in Appendix D.3.

B.4 Evaluation Schemes

We also provide additional categorizations and details re-
garding overall evaluation.

B.4.1 Evaluation Types

Evaluating reasoning steps in RLMs involves assessing their
quality and contribution toward solving a task. Numerical
evaluations can be categorized as relative or absolute.

Relative evaluations compare multiple steps, often us-
ing ranking mechanisms and can be created with, for ex-
ample, the Bradley-Terry model [20], which is optimized
based on pairwise preferences by maximizing the reward
gap between chosen and rejected steps.

Absolute evaluations assign scalar values to each step,
ssessing aspects such as coherence, correctness, or helpful-
ness, using regression-based models. Moreover, evaluation
dimensions can also be modeled as binary with classification
models. While regression models provide more information,
classification models capture correctness more naturally
since a statement is usually correct or incorrect. On the
other hand, the former ones are more suitable for measuring
quality, such as the degree of coherence. Depending on
the specific quality being evaluated, the choice between
regression and classification models should align with the
evaluation’s goals. Additionally, absolute scores can be
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transformed into rankings if needed, providing flexibility
across various applications.

In addition to numerical evaluations, there are text-
based evaluations, which are commonly used to provide
detailed feedback and guidance for refining reasoning steps.
Examples include “LLM-as-a-Judge” [184] (which uses a
larger LLM to provide a pairwise comparison or a single
graded answer with an explanation) and self-critique ap-
proaches [128] that allow models to reflect on and evalu-
ate their own reasoning. These textual evaluations, often
including rationales, are particularly useful for structural
transformations rather than numerical guidance, enhancing
interpretability by offering context and detail.

B.4.2 Evaluation of Reasoning Steps
Step-wise evaluations are vital for integrating reason-
ing into MCTS. Numerical evaluations-—whether relative
or absolute-—provide straightforward metrics to compare
nodes and steer exploitation and exploration. Text-based
evaluations, in contrast, are better suited for guiding struc-
tural refinements rather than directly influencing search
paths.

Given that reasoning steps are typically textual se-
quences, language models are a natural fit for such evalua-
tion tasks. LLM-based approaches can involve external model
approaches, where a dedicated value model is trained to
predict scores, or internal model approaches, which leverage
existing policy models.

External model approaches include value models that
predict scalar reward signals (Reward models) [35], [88],
[151], reinforcement learning values like state-values (V-
value models) [134], state-action values (q-value models), or
pairwise models like the Bradley-Terry and PairRM frame-
works. A more detailed comparison of reward models, v-
value, and q-value models can be found in Appendix B.3.2.

There exist a large range of internal model approaches
as substitutes for value models. They typically rely on
methods like prompting the policy to output scores. Exam-
ples include MCT Self-Refine (MCTSr) [176], querying for a
binary feedback (e.g., “Is the answer correct? answer“yes”
or “no””) [179] and evaluating the probability of the output,
leveraging uncertainty metrics such as token entropy or
aggregated probabilities [182], and others [178].

Heuristics may also serve as substitutes for evaluations
in resource-constrained scenarios.

Simulating reasoning steps to terminal states for eval-
uation against golden answers is another option as done
for example in MCTS, though often computationally pro-
hibitive.

External tools provide an alternative path for eval-
uation, especially in domain-specific tasks. For program-
ming, compilers can supervise tasks, as seen in Codex [28],
self-debugging [31], and similar methods. Program-of-
Thought [29] and Program-aided-Language (PAL) [51] use
a formal language and Python interpreters to evaluate so-
lutions. In mathematical tasks, ensemble approaches like
MathPrompter [71] generate multiple algebraic expressions
or Python functions to validate steps. These tool-based
approaches excel at detecting errors due to their reliance
on precise domain-specific rules, such as compilers for
programming or interpreters for mathematics. While their

applicability is limited to well-defined domains, they pro-
vide objective and verifiable feedback that complements
language models. By injecting precise knowledge into the
evaluation process, external tools mitigate model-specific
limitations like hallucinations and offer actionable feedback
for iterative refinement. This hybrid approach enhances
reliability and ensures that the evaluation benefits from
both the flexibility of language models and the precision
of formal systems.

APPENDIX C
ALGORITHMIC DESCRIPTIONS

C.1 Reasoning with Monte Carlo Tree Search

C.1.1 Setup and Notation
We will now present the details of the training pipeline of x1.

MDP Design x1 assumes the MDP following the definition
presented in Appendix A.1 with the γ values between
[0.95, 1] to avoid over-penalizing long reasoning sequences.
In the RLM setup, the state space and action space of the
underlying MDP constitute a tree in which every state s
other than the starting state s0 has exactly one action as
leading to it. This allows us to simplify the notation by
omitting actions wherever it’s clear from the context that
we are referring to only action leading to a given. For every
action a leading from the state s to the state s′ we will write:

π(s′ | s) := π(as′ |s)
r(s′) := r(s, a, s′)
q(s′) := q(s, a).
τ := (s0, s1, . . . , sT+1)
The final reasoning step in the terminal state contains

the RLM’s answer to the original query. The final answer is
compared to the ground truth solution, commonly referred
to as the golden answer. This matches the common setup in
many reasoning tasks and math problems, where no ground
truth and no reward source is available for the intermediate
reasoning steps.

Consider a trajectory τ := (s0, s1, . . . , sT+1). We assign a
reward of r(sT+1) = 1 if the last reasoning step in the final
state sT+1 contains the correct answer and r(sT+1) = −1
otherwise. The state value function simplifies to

Vπ(st) = Eπ

[
γT−tr(sT+1)

]
∈ [−1, 1] (4)

and the state action function can be rewritten as:

Qπ(st) =

{
r(sT+1), if t = T + 1

γVπ(st+1), otherwise
∈ [−1, 1] (5)

hence both the value and the state-action value functions
are bounded between -1 and 1 for all states and state-action
pairs.

MCTS Design We define the MCTS tree as in Appendix A.2
as T = (N,E), where N is a set of nodes, and E is the set of
edges. We use the notation of a node-edge-node relationship
denoted by (s, a′, s′) where s represents the origin node,
a′ describes the action corresponding to an edge, and s′

denotes the target node. This notation symbolically ties the
action and the target state together, as the action uniquely
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identifies the target state and is therefore indicative of it.

The policy model We use a pretrained LM with
parameters θ as a policy model and denote it πθ . The
model autoregressively generates a sequence of tokens. We
use a special token ’End of Intermediate Step’ (eois) to
indicate the end of the reasoning step. We use a standard
end-of-sequence (eos) token to indicate the end of the final
reasoning step concluding the reasoning trajectory.

The value model A parametric value model is
used to evaluate the quality of states. While MCTS
traditionally approximates these values through extensive
simulations, such an approach is computationally
expensive and impractical in the RLM context. Inspired
by AlphaZero [134], which replaces simulations with a
parameterized value model, we estimate state-action values
(short q-value) for reasoning sequences using a value model
— effectively employing a process-based q-value model
Qφ (see Appendix B.3). The value model is instantiated as
a pretrained transformer-based LM, modified by adding
three linear layers and a shifted, rescaled sigmoid activation
to align the output domain to the state action function
domain [−1, 1] (see Eq. 5). This setup proved more stable
than alternatives, such as a tanh activation or a cropped
linear layer. We will show in the following how such a
model can be trained and provide a description for the data
generation process in Appendix D. During training, we
assume access to a final answer verifier, which evaluates
the correctness of the model’s final answer and provides
the true reward.

C.1.2 MCTS Algorithm
We now present the algorithmic steps of a Monte Carlo
Tree Search variant similar to AlphaZero as implemented
in the x1 reasoning framework. The MCTS search operates
in two distinct modes: training and inference. The core
difference is that, during training, a final answer verifier
evaluates and scores the final reasoning steps, providing
a true reward signal that is backpropagated through the
MCTS tree. This reward serves as a reliable learning signal
for the value model Qφ. During inference, however, the
verifier is unavailable, and decisions rely solely on the
value model.

Notation. We chose to store all values in nodes instead of
edges, which defines the following set of statistics saved for
each node s:

• N(s) - the visit count of node s
• q(s) - the running estimate of the q-value of the transi-

tion leading to state s,
• β(s) - the binary terminality function, returns 1 if the

node s is terminal 0 otherwise.

Selection. The selection phase iteratively identifies the most
promising child node with a selection policy. We use the
following selection policy which is the node-based variant
of the PUCT algorithm in AlphaZero [135] (which is defined
on edge-based values) without a prior for finding selecting
a child of s:

argmax
sc∈C(s)

q(sc) +

√
N(s)− 1

1 +N(sc)
·
(
c1 + log

N(s) + c2
c2

)
where c1 and c2 are hyperparameters controlling the
exploration bias, and the other values can be taken from the
node statistics.

Expansion. We append M nodes to the selected leaf, M
being a hyperparameter. One of the major challenges in
applying RLMs is maintaining the diversity of reasoning
paths. By adding M nodes, we increase the exploration of
alternative reasoning paths.
Backpropagation. The backpropagation step serves to prop-
agate information from the terminal nodes back to their
ancestors. In our implementation, we update the running
estimates of the q-values using the following formula:

q(s)←(1− α)q(s) + αγ

 ∑
scC(s)

ws(sc) · q(sc)

 ,

where we look at the node-edge-node tuples (s, ac, sc) and
sc ∈ C(s). The weights ws(sc) for combining the children
q-values are defined over the visit scores of the nodes as
follows:

ws(sc) =
N(sc)∑

sc̃∈C(s) N(sc̃)
.

True Reward Propagation. We improve the quality of the
q-values by propagating the real final rewards back through
the tree when a terminal state sT+1 is reached. During
training, terminal nodes can be evaluated against a reference
golden answer g∗ using an external verifier. For actions
leading to terminal states, the associated reward is equal
to the q-value see Eq. 5. Therefore, instead of using the pre-
diction of the q-value model, we initialize q(sT+1) with the
true reward r(sT+1) based on the evaluation of the external
verifier. The reward is then backpropagated via the q-values
through the tree with our backpropagation operator. This
adjustment anchors the q-value model predictions with real
reward signals and prevents the q-value model predictions
to diverge.
Best Path Selection. After N iterations, MCTS will have
formed a tree in which every path corresponds to one of the
explored reasoning trajectories. The final reasoning step in a
path with the highest terminal value estimate is returned as
the final solution.
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Algorithm 1 MCTS for Reasoning (Training mode in blue)
Input: Policy model πθ , value model Qφ, question z0,
golden answer g∗, binary correctness verifier Γ, number of
MCTS iterations N , number of children expanded in every
selection phase M , exploration constants c1, c2, Backpropa-
gation weight α.
Output: Search tree T = (N , E) containing the best path
τ∗.

1: s0 ← (z0) {Initialize root node}
2: N(s0) = 0
3: N ← {s0} {Initialize node set}
4: E ← ∅ {Initialize edge set}
5: i← 1
6: while i ≤ N or β(s) ̸= 1 do
7: s← s0 {Start from root node}
8: ————– Selection ——————————————
9: while s is not a leaf node do

10: {Select child sc ∈ C(s) with highest selection score}
11: sc ← argmax

sc∈C(s)
q(sc) +

√
N(s)−1

1+N(sc)

(
c1 + log N(s)+c2

c2

)
12: s← sc {Move to the selected child}
13: end while
14: ————– Expansion —————————————–
15: for j = 1 to M do
16: zc ← (t1, . . . tMzc ) ∼ πθ{Sample a new reasoning

step}
17: sc ← s ⌢ zc {Append zc to the current state s}
18: q(sc)← Qφ(s) {Predict with the Q-VM}
19: N(sc)← 1 {Initialize visit count}
20: β(sc)← 0 {Initialize terminality function}
21: if sc terminal then
22: β(sc)← 1 {Mark as terminal}

23: r(sc) ←
{
1, if Γ(sc, g∗) = 1,

−1, if Γ(sc, g∗) = 0.
{Check for cor-

rectness to determine the reward}
24: q(sc)← r(sc) {Overwrite by true reward}
25: end if
26: N ← N ∪ {sc} {Add the node to the tree}
27: E ← E ∪ {(s, sc)} {Add the edge to the tree}
28: end for
29: ————– Backpropagation ——————————–
30: while s ̸= s0 do
31: N(s)← N(s) + 1 {Update the visit count}
32: q(s)← (1− α)q(s) + αγ

∑
sc∈C(s) ws(sc)q(sc)

33: {Update the value}
34: s← sp {Move to the parent}
35: end while
36: i← i+ 1
37: end while
38: Best Path Selection:
39: Select the best reasoning sequence s∗T .
40:
41: return s∗T , all reasoning sequences {s(i)j }j

C.2 Training Phase 1

Overall Training Pipeline. To adequately employ the
MCTS-based reasoning scheme introduced in the Ap-
pendix C.1, the policy model must be fine-tuned to generate
responses in the format of semantically-relevant reasoning
steps. The value model – a q-value model in our case – must
be trained to accurately estimate the values of the sequences
of reasoning steps.

We propose a two-phase training approach designed to
let the policy effectively leverage the structured exploration
and iterative refinement capabilities of the search process to
generate optimal sequences of reasoning steps. A detailed
algorithmic description of the pipeline is in Figure 14.

Phase 1: Supervised Fine-Tuning. The first phase fo-
cuses on preparing the policy and value models to gen-
erate and evaluate reasoning trajectories effectively. This
is achieved by supervised fine-tuning (SFT) training on a
dataset of example sequences of reasoning steps (where
intermediate reasoning steps are terminated by an ”End of
Intermediate Step” eois token). The objective is twofold: (1)
to fine-tune the policy model πθ to produce semantically
coherent reasoning steps, and (2) to train the q-value model
Qφ to accurately assign scalar scores to reasoning trajec-
tories, distinguishing between high-quality and suboptimal
reasoning paths.

This supervised fine-tuning phase ensures that the policy
can generate reasoning steps consistent with the structured
format required for downstream MCTS-based exploration,
while the q-value model provides reliable evaluations of
intermediate and terminal states. Together, these compo-
nents form the foundation for the subsequent online re-
inforcement learning in Phase 2, where the policy and q-
value models are further refined through interaction with
the reasoning framework.

C.2.1 Datasets Generation and Preparation

Dataset for SFT of the Policy. Performing SFT of the policy
requires a dataset of high-quality reasoning sequences
denoted as DSFT = {

(
x
(i)
SFT, y

(i)
SFT

)
}. Each pair in the dataset

consists of a prompt x
(i)
SFT composed of a sequence of

reasoning steps (for example x
(i)
SFT = (z

(i)
0 , ..., z

(i)
j )), and

a target completion y
(i)
SFT = z

(i)
j+1 which is the subsequent

reasoning step or final answer. Appendix D contains a
detailed account of the dataset creation and processing. It
covers how the special eois token is appended to reasoning
steps mark the end of a step during inference.

Dataset for Q-Value Model Training. Similarly to SFT,
training the q-value model requires a supervised dataset
of reasoning sequences and corresponding scores. We de-
note this dataset DQVM-train = {(x(i)

QVM-train, y
(i)
QVM-train)}, with

reasoning sequences x
(i)
QVM-train = (z

(i)
0 , ..., z

(i)
t ) and target

q-value y
(i)
QVM-train. Appendix D explains how this dataset

can be generated using an initial list of questions, a base
LLM for querying, and a verifier program to label reasoning
sequences as conducive to a correct final answer or not.
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Fig. 14: The two phases of the training pipeline.

Algorithm 2 SFT of Policy Model πθ (completion-only)
Input: Policy Model πθ , tokenized dataset
DSFT = {(x(i), y(i))}, training hyperparameters (optimizer,
learning rate η, batch size B, and maximum number of
epochs E.).
Output: Fine-tuned policy model πθ .

1: for epoch e = 1 to E do
2: Shuffle dataset DSFT.
3: Divide DSFT into batches {Bk} of size B.
4: for each batch Bk do
5: Initialize batch loss: Lbatch = 0.
6: for each sample (x(i), y(i)) ∈ Bk do
7: Iteratively predict completion tokens:

ŷ
(i)
t ∼ πθ(x

(i)
1:t−1),

where x
(i)
1:t−1 represents the context (prompt +

previously predicted tokens).
8: Compute CE loss for each completion token:

L(i) = −
∑|y(i)|

t=1 logP (ŷ
(i)
t = y

(i)
t |x(i), πθ).

9: Accumulate the loss: Lbatch += L(i).
10: end for
11: Normalize batch loss: Lbatch = Lbatch/|Bk|.
12: Backpropagate gradients, update θ via optimizer.
13: end for
14: end for

C.2.2 SFT of the Policy
Supervised fine-tuning (SFT) of the policy is performed on
the dataset DSFT of prompts and target completions of the
next reasoning step. The policy πθ is instantiated as a gen-
eral pretrained LLM. Specifically, we perform ’completion-
only’ SFT such that for every (prompt, target completion)
pair, the base model is trained to minimize the cross-
entropy loss between its predicted token probabilities and
the ground-truth target completion.

C.2.3 Q-Value Model Training
The q-value model Qφ is trained on DQVM-train to assign
appropriate scalar scores to the candidate reasoning trajec-
tories. It is instantiated as a pre-trained LLM with additional
linear layer and to which a shifted and rescaled classification
head is added; we denote all of its trainable weights as φ.
Depending on the reward design, the q-value model can
be trained via scalar (least squares) regression if continuous
rewards are chosen, or with a classification objective such
as the Binary Cross-Entropy (BCE) loss, if trajectories are la-
belled with binary rewards or as chosen-rejected preference
pairs.

By the end of training, Qφ should output accurate
q-value scores, which will later guide policy refinement in
Phase II and will improve the search accuracy when used
in the MCTS.

Algorithm 3 Fine-Tuning the Q-Value Model Qφ

Input: Q-value model Qφ (QVM), dataset DQVM-train =
{(x(i), y(i))}, training hyperparameters (optimizer, learning
rate η, batch size B, and maximum epochs E).
Output: Fine-tuned q-value model Qφ.

1: for epoch e = 1 to E do
2: Shuffle the dataset DQVM-train.
3: Divide DQVM-train into batches {Bk} of size B.
4: for each batch Bk do
5: for each sample (x(i), y(i)) ∈ Bk do
6: Predict the q-value with QVM ŷ(i) = Qφ(x

(i)).
7: {Compute the loss:}
8: if Regression Loss then
9: L = 1

B

∑
(x(i),y(i))(ŷ

(i) − y(i))2.
10: end if
11: if Classification Loss then
12: L = 1

B

∑
(x(i),y(i)) BCE(ŷ

(i), y(i)).
13: end if
14: Backpropagate gradients, update φ via optimizer.
15: end for
16: end for
17: end for
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C.3 Training Phase 2: RL Tuning of Policy with MCTS
Phase 2 involves generating reasoning reasoning sequences
from the policy with MCTS and the q-value model,
and fine-tuning the policy with an RL-based alignment
algorithm to generate better completions. The q-value
model must also be continually updated in this training
loop to keep in-distribution with the policy’s outputs.
Sufficient Phase 1 pre-training of the policy and q-value
model is crucial to ensure stable training of the models in
Phase 2. The MCTS structure which provides a balanced
exploration-exploitation search combined with repeated
sampling of the policy ensures sufficient exploration during
this online-RL phase. This final training phase returns the
finetuned policy and q-value model.

C.3.1 Phase 2 Algorithm
Phase 2 uses a set Dp = {p(i)} of prompt questions - these
questions may be isolated from the phase 1 dataset DSFT.
The training process (Algorithm 4) involves a repetition of a
MCTS rollout phase followed by a training (reinforcement)
phase.

Data generation: MCTS rollout. To obtain data for
the training, a MCTS tree T (i) is build w.r.t. each question
p(i) using the algorithm in Algorithm 1 in training mode.
The set of hyperparameters for MCTS ΞMCTS , denotes
the number of MCTS iterations N (per question), the
number of children expanded in every selection phase M ,
exploration constants c1, c2, and backpropagation weight α.
To enhance the quality of the data, we prune the generated
MCTS tree T̃ (i) = (Ñ (i), Ẽ(i)) to only include paths that
reached a terminal state since only these paths received
the reward. Then, we extract all nodes and a set of node
characteristics from the pruned tree. The dataset comprises
of state, action and q-value triplets of the pruned tree:
{(s(i)j , z

(i)
j , q(s

(i)
j )}sj∈Ñ(i) . The data is stored in a replay

buffer R.

The training: RL phase. The reinforcement phase sam-
ples a batch of reasoning sequences from the replay buffer.
From each trajectory, constituent states, actions and value
estimatesand uses the corresponding values attributed dur-
ing MCTS to perform RL training (for example with PPO
or Reinforce). Alternative schemes may involve selecting
preference pairs among trajectories and then aligning the
policy using DPO, or simply selecting the most desirable
trajectory per question and performing further SFT training.

During this reinforcement phase, the value model is
updated to mimic the (backpropagated) values from the
MCTS process (Algorithm 7).

Algorithm 4 Phase 2: RL of the Policy and Q-Value Model

Input: Policy πθ , q-value model Qφ, dataset Dp = {p(i)},
MCTS hyperparameters ΞMCTS .
Output: Trained πθ and updated Qφ.

1: for each training iteration do
2: ————– Rollout ———————————
3: for each question p(i) ∈ Dp do
4: {Generate MCTS tree with πθ and Qφ (Algorithm 1)}
5: T (i) ←MCTS(p(i), Qφ, πθ,ΞMCTS)
6: {Remove incomplete paths from the tree}
7: T̃ (i) ← Prune(T (i))
8: {Extract nodes and values, store them in replay buffer}
9: R ← R∪ {(s(i)j , z

(i)
j , q(s

(i)
j )}sj∈Ñ(i)

10: end for
11: ————– Training ———————————
12: for each epoch do
13: Sample a batch B from replay buffer R.
14: Update policy πθ (Algorithm 5).
15: Update q-value model Qφ (Algorithm 7).
16: end for
17: end for

C.3.2 Policy Update
The policy update is performed on a batch D of reasoning
sequences. As mentioned above, the reasoning sequences
can be decomposed into state-action-value triplets to
then perform RL training. We distinguish between three
reinforcement methods: standard RL, preference-based RL,
or SFT training.

Standard Policy Gradient RL Methods. Standard policy
gradient methods such as Proximal Policy Optimization
(PPO) [131] or REINFORCE [1], [142] are particularly suited
for tasks where trajectories are collected (online) and reliably
evaluated by the q-value model Qφ.

PPO relies on the computation of trajectory (reasoning
sequence) advantages Â(st), which quantify how much
better or worse an action taken in a given state is compared
to the expected baseline value of that state. The advantage
function is estimated by:

Â(st) = Rt + γV (st+1)− V (st),

where Rt is the immediate environment reward at step t,
V (st) is the state value of of state st, and γ is the discount
factor. We can derive the state value easily from the q-values
obtained via the q-value model or the running estimates in
the MCTS as follows:

V (st+1) =
1

γ
Qφ(st, at),

since rewards are sparse. The standard PPO approach trains
the critic model from scratch on bootstrapped rewards for
this purpose. We introduce an alternative advantage com-
putation scheme that leverages the backpropagated values
from Monte Carlo Tree Search (MCTS) in conjunction with
Qφ, as detailed in Algorithm 6. This integration combines
MCTS’s exploration and evaluation capabilities with the RL
update, enhancing robustness and efficiency in reasoning
tasks.
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Further regularization can be imposed on the PPO train-
ing procedure. To align the policy πθ with a reference
policy πref (usually instantiated as πθ before phase 2) during
training, the KL divergence KL(πθ||πref) , between the two
distributions can be added to the training loss. Additionally,
to maintain the diversity of policy generations (and explo-
ration during training), the entropy of the policy distribu-
tion can be enhanced by subtracting it from the loss. The
entropy penalty is estimated over a batch D of state-action
pairs (s, a) where s denotes a reasoning sequence and a the
next reasoning step. The entropy of a single completion a is
computed by summing the entropy of its individual tokens
a1:|a| of a:

LH = − 1

|D|
∑

(s,a)∈D

∑
ai∈a

πθ(ai|[s, a1:i−1]) log πθ(a|[s, a1:i−1]).

Direct Preference Optimization (DPO). DPO [121]
aligns the policy to user preferences expressed as pairwise
comparisons between reasoning sequences. Given pairs
(s+, s−), where s+ is preferred over s−. This method may
not require a process reward/value model. The loss involves
the sigmoid function which we denote as σ.

Supervised Fine-Tuning (SFT). As a straightforward
alternative to RL, high-value reasoning sequences can be
selected to perform SFT, i.e. train the policy to maximize the
likelihood of these reasoning steps. The high-value reason-
ing sequences may be selected as terminal nodes having
the highest q-value, or highest aggregated intermediate-
step values. This approach is inspired by AlphaZero-like
frameworks, focusing on iteratively refining the policy to
generate high-quality reasoning trajectories without requir-
ing explicit rewards.

C.3.3 Advantage Calculation (for PPO Policy Updates)
While standard advantage computation in PPO (e.g., via
Generalized Advantage Estimation (GAE) [131]) is widely
applicable, we propose an alternative approach tailored to
our reasoning framework in Algorithm 6. Specifically, for
each state/node s, we leverage the q-value estimates q(s)
obtained during the MCTS process. They were updated
in the backpropagation phase to provide a more informed
estimate of the q-values incorporating the estimates of the
children and potentially true reward signals from terminal
paths in the tree. We expect these MCTS-derived values to
be more reliable as they incorporate the ground-truth termi-
nal reward, propagated back through the tree, ensuring that
a node’s value reflects both its immediate reward and the
aggregated values of subsequent child states.

Algorithm 5 Policy Update (PPO, DPO, or SFT)
Input: Batch D, policy πθ , reference policy πref, learning
rate η, clipping parameter ε, preference data Dpref for DPO.
Output: Updated policy πθ .

1: ————– Train via PPO ———————————
2: Select state-action-value triplets from sequences in D
3: for each (st, at, qt) ∈ D do
4: Compute the policy ratio: rθ = πθ(at|st)

πθref (at|st) .

5: Compute the advantages Â(st) (Algorithm 6).
6: Compute the PPO loss:

LPPO = min(rθÂ(st), clip(rθ, 1− ε, 1 + ε)Â(st)).
7: end for
8: Optional: add KL divergence or entropy regularization.

LPPO ← LPPO + λKLKL(πθ||πref) + λHLH .

9: Perform gradient update to refine πθ .
10:
11: ————– Train via DPO (pairwise preferences) ——
12: Select preference pairs of reasoning sequences in D
13: for each pair (s+, s−) ∈ Dpref do
14: Compute DPO objective:

LDPO =
1

|Dpref|
∑

(s+,s−)

log σ

(
β

(
log

πθ(s
+)

πθ(s−)

))
.

15: end for
16: Perform gradient update to refine πθ .
17:
18: ————– Train via SFT (single target sequence) ——
19: Select high-value reasoning sequences s+ from D
20: for each reasoning sequence s+ do
21: Perform SFT on s+

22: end for

Algorithm 6 Advantage Calculation in MCTS Framework
Input: MCTS Tree T = (N,E), node statistics: rewards and
q-values, q-value model Qφ, discount factor γ, and λ.
Output: Advantages {Â(st)}.

1: for each node si ∈ N do
2: Compute state values: vMCTS

si+1
= 1

γ q
MCTS(si)

3: Compute state values: vMCTS
si = 1

γ q
MCTS(si−1)

4: Compute the advantage on the TD error: Â(si) =
r(si, ai) + γvMCTS

si+1
− vMCTS

si .
5: end for

C.3.4 Q-Value Model Update
During phase 2, the q-value model Qφ is also updated to
track MCTS-backtracked value estimates qMCTS(st) which
should be of higher quality (thanks to the final answer
verifier and score aggregation from child nodes). For each
state-action pair (s, a), we train the q-value model Qφ via
squared error minimization, to match its q-value Qφ(s, a)
as closely as possible to the corresponding MCTS-value
qMCTS(s′) which saves the updated q-value of action a taken
in state s leading to state s′.
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This has the benefit of both improving the accuracy of
the value model, and keeping it ”in-distribution” with the
new policy outputs during this online-RL training.

Algorithm 7 Q-Value Model Update
Input: Batch D, q-value model Qφ, learning rate η.
Output: Updated Qφ.

1: Compute loss:
Lq = 1

|D|
∑

(s,a,s′)(Qφ(s, a)− qMCTS(s′))2.
2: Perform gradient update on Lq .

APPENDIX D
DATA GENERATION

D.1 Generating Data for Phase 1 Policy Model Training

The objective of this training process is to introduce a
new ’End of Intermediate Step’ (EOIS) token that serves
to delimit individual reasoning steps while preserving the
original distribution of the model as much as possible. To
achieve this, the model is trained on data generated by itself
using greedy decoding.

The training data are derived from eight chain-of-
thought (CoT) completions generated for 1,000 questions
sampled from the training split of the MATH dataset [63].
These completions are produced using the same model
intended for subsequent training with greedy decoding.
During this generation process, the reasoning steps in the
data are observed to be separated by two consecutive ’\n\n’.
This observation informs the method of delimitation used
to construct pairs of questions and their corresponding
sequences of reasoning steps.

For each data point, consisting of a question prompt and
its associated target response comprising multiple reasoning
steps (q(i), [s

(i)
1 , . . . , s

(i)
n ]), additional tokens are introduced

to explicitly mark the boundaries of the reasoning steps.
Specifically, the ’End of Intermediate Step’ (EOIS) token is
defined and inserted after each reasoning step s

(i)
j , resulting

in a modified step s
(i)∗
j . Additionally, the ’End of Sequence’

(EOS) token is appended to the final reasoning step s
(i)
n ,

yielding s
(i)∗
n = [s

(i)
n ; eos]. This augmentation ensures that

the model can consistently identify when a final solution
has been reached during inference.

For Llama models, it has been empirically observed that
introducing an ’assistant’ token after each reasoning step
enhances the model’s effective utilization of the EOIS token.
However, this behavior may not generalize to other base
models, necessitating careful consideration when applying
this approach.

Accordingly, the target sequence for supervised fine-
tuning (SFT) is constructed as:

y
(i)
SFT = [s

(i)
1 , eois, assistant, s(i)2 , . . . , s(i)n , eos].

This approach yields a training dataset comprising pairs
of prompts and their corresponding target completions,
formally represented as:

DSFT = {(q(i), y(i)SFT)}.

D.2 Generating Data for Phase 1 Value Model Training
The original MCTS framework relies on simulations to
evaluate a state. Given the state, n rollouts are performed till
a terminal state is reached. The terminal states usually can
be evaluated (e.g., in math by comparing it with the golden
answer). This enables the distribution of terminal rewards
based on their success which are then aggregated to provide
a value estimate of the state. These Monte Carlo simulations
serve as an estimate of a state’s ability to lead to a correct
answer. The value estimated in this manner corresponds to
the expected cumulative future reward for a given state:

Vπθ
(s) = Eτ∼πθ

[
T∑
t=i

γt−ir(st, at) | si = s

]
,

where T is the terminal step of the (sub-) reasoning chain
τ = (si, ai, ri, si+1, . . . , sT , aT , rT , sT+1).

Since rewards are sparse (i.e., r(st, at) = 0 for all t < T ),
the value function simplifies to:

Vπθ
(st) = Eπθ

[
γT−tr(sT , aT ) | st

]
.

This represents the expected terminal reward, which can
be empirically estimated using Monte Carlo (MC) estimates:

Vπθ
(st) ≈

1

N

N∑
i=1

γT−tr(s
(i)
T , a

(i)
T ) := V̂ (st),

where N is the number of sampled reasoning chains, and
s
(i)
T , a

(i)
T , s

(i)
T+1 denote the last transition of the simulation

trajectory τ (i) = (st, a
(i)
t , s

(i)
t+1, . . . , s

(i)
T , a

(i)
T , s

(i)
T+1) for i ∈

{1, . . . , N}.
To avoid sample inefficiencies and high computational

burdens, AlphaGo Zero [135] and AlphaZero [134]
introduce a value model to replace simulations by using
its predictions for a state. We follow this approach by
defining a process-based value model Vφ. Notably, we
train this model with simulation data (instead of true value
functions), thereby building a model that predicts state
value function estimates V̂ . We denote this model as V̂φ,
parameterized by φ.

Given that the input of a value model is a sequence of
reasoning steps - therefore a sequence of tokens, the natural
value model architecture is to use an LLM on which one
adds linear layer(s) and a suitable ouput activation function.
Typically, it is designed to output a scalar value V̂φ(st) ∈
C ⊆ R.

The core distinction between different modeling ap-
proaches to state value functions lies in how rewards are
modeled. Depending on whether a binary reward setting or
a continuous (bounded) one is used, the aggregation mech-
anism, model architecture, training loss, and interpretation
of the predictions vary. We provide an overview of both
scenarios and, although often omitted for simplicity, we
consider both γ = 1 and γ ∈ (0, 1] for continuous rewards
in our analysis.

D.2.1 Binary Rewards: Modeling the Likelihood of a Correct
Terminal State
For this approach the rewards are modeled binary, therefore
r(sT , aT ) = +1 for correct solutions and r(sT , aT ) = 0 for



36

incorrect solutions. We will adopt a discount factor of γ = 1
which we will see aligns more with the interpretation this
reward model provides and is widely adopted in literature.
This approach corresponds to the value model proposed in
AlphaGo Zero [135].

D.2.1.1 State Value Estimation: The value function
then further simplifies to:

Vπθ
(st) = Eπθ

[r(sT , aT ) | st] = Pπθ
(r(sT , aT ) = 1 | st)

This formulation represents the probability of reaching a
correct terminal state from a given state st. Empirically, this
probability is estimated using simulations as follows:

Vπθ
(st) ≈

#correct simulations
#simulations

:= V̂ (st).

D.2.1.2 Data Generation: To generate labels for es-
timating the state-value function during the training of a
value model, we use MCTS with simulations till a terminal
node is reached and calculate the ratio between the num-
ber of correct simulations to the number of simulations.
There is one very important detail, for a trajectory τ =
(si, ai, ri, si+1, . . . , sT+1) where sT+1 is a terminal state.
By definition, the true state value function at sT+1 is zero.
However, in training the value model, we avoid instructing
it to output zero for terminal states. Instead, in a supervised
learning setting, we can identify terminal states and directly
compare the model’s predictions against the known correct
outcomes (referred to here as ”golden answers”). This com-
parison negates the need to rely solely on the value model to
estimate the value of terminal states or to determine the re-
ward associated with transitioning into these states. During
inference, while we can still recognize terminal states, we
cannot evaluate them by comparing the model’s output to a
golden answer. Therefore, an alternative metric is necessary.
We train the value model to predict whether transitioning
to sT+1 leads to a correct terminal outcome. By learning the
relationship between a node’s content and the correctness
of the resulting terminal state, the model can estimate the
likelihood that a terminal state leads to a correct answer.
To approximate the terminal reward during inference, we
define:r(sT , aT , sT+1) ≈ 1[0.5,1](V̂φ(sT+1)) Here V̂φ(sT+1)
represents the value predicted by the value model for the
terminal state sT+1. If this predicted likelihood exceeds
a threshold (e.g., 0.5), we assign a terminal reward of 1;
otherwise, we assign a reward of 0. This approach allows
the value model to indirectly influence the terminal reward
by predicting the likelihood of a correct outcome. Conse-
quently, during training, terminal rewards serve as labels
for terminal states in the value model. It is important to note
that V̂φ(sT+1) is not used in any other context but solely to
estimate the terminal reward.

V̂φ(sT+1) ̸= V̂ (sT+1)

This distinction clarifies that the predicted value for the
terminal state V̂φ(sT+1) differs from the standard value
function’s definition V̂ (sT+1) = 0.

D.2.1.3 Model Training V̂φ : S → [0, 1]: When
trained with these labels we obtain a value model V̂φ, pa-
rameterized by φ, that represents the likelihood of a correct
terminal state emanating from state st. Therefore, the model

will output values between 0 and 1. To accommodate the
binary classification nature of this task, the model should
employ a sigmoid activation function in the output layer.
The training objective is then to minimize the binary cross-
entropy (CE) loss between the predicted probabilities and
the empirical estimates derived from the simulations:

L(φ) =

− 1

N

N∑
i=1

[
yi log

(
V̂φ(s

(i)
t )

)
+ (1− yi) log

(
1− V̂φ(s

(i)
t )

)]
where yi ∈ {0, 1} denotes the binary label indicating

whether the i-th simulation resulted in a correct terminal
state.

Employing a binary reward structure offers several bene-
fits. First of all, simplicity since binary rewards simplify the
learning process, reducing the complexity associated with
continuous reward signals. Moreover, the clear distinction
between correct and incorrect states facilitates faster con-
vergence during training making this approach effective.
In addition, binary classification is less susceptible to noise
in reward signals, ensuring more stable value estimates.
Furthermore, this approach aligns with the objectives of
reinforcement learning in achieving clear and unambiguous
rewards, thereby streamlining the optimization of the policy
πθ .

D.2.2 Continuous and Bounded Rewards: Modeling the Ex-
pected Future Reward

We model the rewards to be continuous and bounded by
allowing values in [a, b]:

Vπθ
(st) ∈ [a, b]

A common design, is to set the borders to−1 and 1 such that
a terminal reward is r(sT , aT ) = +1 for correct terminal
states and r(sT , aT ) = −1 for incorrect states. This ap-
proach models the expected future reward as a continuous
and bounded value, capturing the degree of correctness or
quality of the terminal state. In contrast to the binary reward
structure, continuous and bounded rewards provide a more
nuanced representation of the outcomes in reasoning tasks.
Note, that without discounting this approach resembles the
proposed value model of AlphaZero [134].

D.2.2.1 Bounded rewards: By constraining rewards
within a predefined interval [a, b], we effectively create a
correctness scale where the extremities represent the defini-
tive outcomes of the reasoning process. Specifically, the
lower bound a corresponds to reaching an incorrect terminal
state, while the upper bound b signifies a correct terminal
state. This bounded framework mirrors the spectrum of
possible correctness, allowing the model to capture varying
degrees of solution quality between these extremes. Such a
scale facilitates a more nuanced evaluation of intermediate
states, reflecting partial correctness or varying levels of
reasoning quality. Moreover, this approach ensures that the
reward signals remain interpretable and consistent, foster-
ing a clear distinction between successful and unsuccessful
outcomes.
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D.2.2.2 State Value Estimation: With a discount fac-
tor γ ∈ (0, 1], the value function is defined as:

Vπθ
(st) = E

[
γT−tr(sT , aT ) | st

]
,

where r(sT , aT ) = b for correct terminal states and
r(sT , aT ) = a for incorrect ones. Empirically, this expec-
tation is approximated by averaging the rewards of the
simulations:

Vπθ
(st) ≈

1

N

N∑
i=1

γT−tr(s
(i)
T , a

(i)
T ) := V̂ (st),

where N denotes the number of sampled reason-
ing chains, and (s

(i)
T , a

(i)
T , s

(i)
T+1) represent the final

transition of the i-th simulation trajectory τ (i) =

(st, a
(i)
t , s

(i)
t+1, . . . , s

(i)
T , a

(i)
T , s

(i)
T+1) for i ∈ {1, . . . , N}. If a

discount factor is applied γ ∈ (0, 1) then each terminal
reward is discounted proportional to the number of steps
needed to reach the terminal state. This corresponds to the
soft estimation proposed by Wang et al. [155]. We want to
note that this estimator typically underestimates V due to
its proneness to false negatives [59], [171].

D.2.2.3 Data Generation: Therefore, to generate la-
bels for state-value function estimate pairs to train a value
model, we use MCTS with simulations and average the
outcomes of the simulations. Therefore, at each newly gen-
erated node s we simulate till a terminal node is reached
and we record the depth - the number of steps needed
starting from s (since T is not identical per trajectory). We
then record the the terminal reward which in our case is
r(sT , aT ) = 1 for correct and r(sT , aT ) = −1 for incorrect
answers. Discounted by the depth we can average these
rewards nd obtain an estimation of the node value which
serves as a label for the initial value model training.

D.2.2.4 Model Training V̂φ : S → [a, b]: The value
model V̂φ, parameterized by φ, is designed to predict the
expected terminal reward from any given state st. To ac-
commodate the continuous and bounded nature of this task,
the model employs a scaled and shifted sigmoid activation
function in the output layer, ensuring that the predictions
remain within the range [a, b]. The training objective is to
minimize the mean squared error (MSE) loss between the
predicted values and the empirical estimates derived from
the simulations:

L(φ) = 1

N

N∑
i=1

(
V̂φ(s

(i)
t )− γT−tr(s

(i)
T , a

(i)
T )

)2
.

We also experimented with a tanh activation output and
a linear layer with clipping of the values. However, both
methods proved to be unstable in training in contrast to the
scaled and shifted sigmoid layer. A tanh and sigmoid layer
naturally bound the output but also push values towards
the extremes, enhancing the separation between high and
low value estimates. This characteristic can improve the
model’s ability to distinguish between highly correct and
highly incorrect states which is why we are particularly
interested in these activation functions.

D.2.2.5 Discounting: Introducing a discount factor
γ aligns the value function with the incremental nature
of reasoning tasks. Unlike traditional games, where

all moves contribute indirectly and trajectories are not
penalized for length, reasoning benefits from discouraging
unnecessary or redundant steps. The inclusion of the
discount factor γ ensures that rewards achieved sooner
have a greater impact on the value function, the model
incentivizes reaching correct solutions with fewer steps
which ultimately enhances efficiency and suppresses
redundancies. Moreover, this models the uncertainty decay
in the trajectories; the further into the future a reward lies,
the more uncertain its prediction becomes. Discounting
naturally reduces the reliance on these uncertain long-
term rewards, thereby stabilizing the learning process by
focusing on more predictable and immediate outcomes.
However, the model’s performance becomes sensitive
to the choice of γ, requiring careful tuning to balance
the influence of immediate versus long-term rewards.
Balancing the discount factor is essential to ensure that the
model effectively captures the importance of both progress
and the final correctness of the reasoning chain.

Employing a continuous and bounded reward structure
offers several benefits. Unlike binary rewards, continuous
rewards provide a finer distinction between varying degrees
of correctness, allowing the model to capture subtle differ-
ences in terminal states. Continuous rewards can encode
more information about the quality of solutions, facilitating
more informed decision-making during the search process.
Bounded rewards prevent extreme values, promoting nu-
merical stability and consistent training dynamics. How-
ever, this also shows that the choice of reward values and
their scaling can significantly impact the learning process,
necessitating careful calibration to ensure effective training.

D.3 State Action Value Function Modeling
The state-action value function, commonly denoted as
Qπθ

(st, at), represents the expected cumulative reward of
taking action at in state st under policy πθ . Formally, it is
defined in our framework as:

Qπθ
(st, at)

= Eτ∼πθ

[
T∑
i=t

γi−tr(si, ai) | st, at

]

= r(st, at) + γEτ∼πθ

[
T∑

i=t+1

γi−(t+1)r(si, ai) | st, at

]
= r(st, at) + γEst+1 [Vπθ

(st+1) | st, at]
det. P
= r(st, at) + γVπθ

(st+1),

where T denotes the terminal step of the (sub-) reasoning
chain τ = (st, at, rt, st+1, . . . , sT , aT , rT , sT+1). In environ-
ments characterized by sparse rewards, where r(st, at) = 0
for all t < T , the q-value simplifies to:

Qπθ
(st, at) = γVπθ

(st+1).

At terminal states, where the state value Vπθ
(sT+1) = 0,

the q-value further reduces to:

Qπθ
(sT , aT ) = r(sT , aT ).
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D.3.1 Process-Based Q-Value Modeling
A process-based q-value model utilizes the same architec-
ture as a process-based Value Model, typically leveraging
a LLM enhanced with additional linear layers and an ap-
propriate output activation function. The output is a scalar
value Q̂φ(st, at) ∈ C ⊆ R. Specifically, the q-value model
takes a state-action pair—comprising a sequence of past
steps and the current action—and predicts the correspond-
ing q-value based on the aforementioned formulation.

D.3.1.1 Training Data Generation: To train the q-
value model, it is essential to compute the q-values for
various state-action pairs. For t < T , q-values can be
estimated using N Monte Carlo simulations as follows:

Qπθ
(st, at) = r(st, at) + γVπθ

(st+1)

= γVπθ
(st+1) (since r(st, at) = 0)

≈ γ · 1
N

N∑
i=1

γT−(t+1)r(s
(i)
T , a

(i)
T )

=
1

N

N∑
i=1

γT−tr(s
(i)
T , a

(i)
T ) := Q̂(st, at),

where N is the number of sampled reasoning chains,
and τ (i) = (st, a

(i)
t , s

(i)
t+1, . . . , s

(i)
T , a

(i)
T , s

(i)
T+1) represents the

i-th simulation trajectory for i ∈ {1, . . . , N}. This estimation
aligns with the state value estimation under the sparse
reward formulation:

Q̂(st, at) = V̂ (st).

For t = T , the q-value is directly given by the immediate
reward:

Qπθ
(sT , aT ) = r(sT , aT ) = Vπθ

(sT+1) ̸= V̂ (sT ) = 0.

D.3.1.2 Reward Modeling: For q-value models the
same discussions about reward modeling apply here since
the models are trained very similar. This is why omit it here.

D.3.2 The Difference between Value and Q-Value Models
The difference of VMs and QVMs can be easily shown
in how they are used in the evaluation processes of an
MCTS algorithm. QVMs predict Q̂φ(st, at), which evaluates
the action at taken in state st that deterministically transi-
tions to st+1. Thus, the value Q̂(st, at) is used to evaluate
adding the node st+1 to the tree. On the other hand, for
VMs, adding a node st+1 to the tree is determined by
V̂ (st+1) =

1
γ Q̂φ(st, at), where γ is the discount factor.

This distinction is making the training processes differ-
ent. Note that st ⌢ at = st+1. For QVMs, the training
tuples are ((st, at), Q̂(st, at)) = (st+1, Q̂(st, at)) due to the
deterministic transition. For VMs, the corresponding train-
ing tuples are (st+1, V̂ (st+1)). Since we propose training
VMs on terminal rewards for terminal states instead of
assigning a label of 0, VMs and QVMs become equivalent
under the following transformation for any t ∈ {0, . . . , T}
for evaluating adding node st+1:

V̂ (st+1) =
1

γ
Q̂φ(st, at).

We introduced q-value models since they address a
critical inconsistency of value models in terminal states.
Specifically, while value models assign a flat value of
zero to terminal states, q-value models provide a mean-
ingful evaluation of the final action’s correctness through
Qπθ

(sT , aT ) = r(sT , aT ). This distinction is essential for
accurately assessing whether a terminal step leads to a
correct or incorrect response during inference.
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