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The interconnect: a key part of supercomputers and data 
centers, relevant both for high performance and low cost
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NETWORK TOPOLOGIES : SETTING & PRESENTATION PLAN

…
… … … Servers

Switches
/Routers
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Part I

Part II

Part III

Topology of switch-switch links Part IV
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Key idea

Lower diameter 
and thus average 

path length: 
fewer cables
and routers
necessary.

routers

endpoints

SLIM FLY: AN EFFICIENT LOW-DIAMETER NETWORK TOPOLOGY [1]

5[1] M. Besta, T. Hoefler. Slim Fly: A Cost-Effective Low-Diameter Network Topology. ACM/IEEE Supercomputing, 2014. Best Student Paper Award
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Key idea

Lower diameter 
and thus average 

path length: 
fewer cables
and routers
necessary.

SLIM FLY: AN EFFICIENT LOW-DIAMETER NETWORK TOPOLOGY [1]

5[1] M. Besta, T. Hoefler. Slim Fly: A Cost-Effective Low-Diameter Network Topology. ACM/IEEE Supercomputing, 2014. Best Student Paper Award

Lower diameter more performance, 
smaller cost, less consumed power
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Key method
Optimize towards the Moore Bound [1]: 
the upper bound on the number of vertices in 
a graph with given diameter D and radix k.

[1] M. Miller, J. Siráň. Moore graphs and beyond: A survey of the degree/diameter problem, Electronic Journal of Combinatorics, 2005.

Fix diameter 
(e.g., D = 2)

Fix radix k (router 
port count) as 

needed

With Moore Bound 
optimization, the network gets 

as many routers as possible 
(cost per router is minimized)

8

SLIM FLY: AN EFFICIENT LOW-DIAMETER NETWORK TOPOLOGY
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Are they really so complex? 
Can we route/deploy them?

These networks look complicated...

Let’s see an example 
Slim Fly

8
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DEPLOYING SLIM FLY: STRUCTURE INTUITION

A subgraph with
identical groups of routers

A subgraph with
identical groups of routers

8

50 routers, 200 servers (omitted)
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DEPLOYING SLIM FLY: STRUCTURE INTUITION

Groups form a fully-connected bipartite graph

Details on how exactly one connects specific routers are 
a bit lenghty and omitted (but it all comes down to 

constructing a finite field and usings its elements to (1) 
appropriately label the routers and (2) connect them)
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50 routers, 200 servers (omitted)
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The First Slim Fly Construction
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DEPLOYING SLIM FLY: PHYSICAL LAYOUT

14

50 routers, 200 servers (omitted)

Mix (pairwise) groups
with different cabling patterns
to shorten inter-group cables
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DEPLOYING SLIM FLY: PHYSICAL LAYOUT
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50 routers, 200 servers (omitted)



@spcl_eth
@spcl

spcl.ethz.ch
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50 routers, 200 servers (omitted)
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DEPLOYING SLIM FLY: PHYSICAL LAYOUT

17

50 routers, 200 servers (omitted)

Racks form a fully-connected graph
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DEPLOYING SLIM FLY: PHYSICAL LAYOUT
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DEPLOYING SLIM FLY – STEP 1: INTRA-SUBGROUP CONNECTIONS
Step 1
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DEPLOYING SLIM FLY – STEP 2: INTER-SUBGROUP CONNECTIONS
Step 2
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DEPLOYING SLIM FLY – STEP 3: INTER-RACK CONNECTIONS
Step 3
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DEPLOYING SLIM FLY – VERIFICATION
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Connectivity determined by the 
following algebraic equations
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DEPLOYING SLIM FLY – VERIFICATION
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(1,4,0)

(1,4,1)

(1,4,2)

(1,4,3)

(1,4,4)

(0,2,.)

Connectivity determined by the 
following algebraic equations

Verification is 
straightforward
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NETWORK TOPOLOGIES : SETTING & PRESENTATION PLAN

…
… … … Servers

Switches
/Routers
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Part I

Part II

Part III

Topology of switch-switch links Part IV
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ROUTING IN FAT TREES

High-performance routing is 
facilitated by numerous multiple 
shortest paths of equal lengths

between any endpoints

21
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ROUTING IN FAT TREES

High-performance routing is 
facilitated by numerous multiple 
shortest paths of equal lengths

between any endpoints

ECMP

21

We want to use 
multipathing in Slim Fly
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MULTIPATH ROUTING: MOTIVATION

What are the problems 
that we want to tackle 

with multipathing?

Let’s map some 
workload...

Flows collide!

23
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MULTIPATH ROUTING: MOTIVATION

What are the problems 
that we want to tackle 

with multipathing?

Let’s map some 
workload...

Flows collide!

Multipathing 
would help

How many multiple 
paths do we need to 

tackle flow collisions?

Key Insight 1: We need 
three disjoint paths per 

router pair to handle [almost
all] colliding flows [1]

Are there enough multiple 
paths in Slim Fly?

[1] M. Besta et al. FatPaths: Routing in Supercomputers and Data Centers when Shortest Paths Fall Short. SC’20.

Key Insight 2: In most cases, 
there is only enough path 
diversity when considering 
“almost” minimal paths [1]

23
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NOVEL LAYERED ROUTING PROTOCOL

25

Layer 1:

Layer 2:

Layer 0:

We minimize the overlap 
of paths between layers

Key idea: distribute & encode different 
paths across „routing layers”

Layer 0: minimal 
paths

Layers 1-...: 
non-minimal paths
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NOVEL LAYERED ROUTING PROTOCOL

25

Layer 1:

Layer 2:

Layer 0:

We minimize the overlap 
of paths between layers

Key idea: distribute & encode different 
paths across „routing layers”

Layer 0: minimal 
paths

Layers 1-...: 
non-minimal paths

What are example problems that 
we need to tackle when 

implementing this with IB?
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InfiniBand - Addressing
Problem 1: How do 
we introduce layers

in InfiniBand?
200

100

Key idea: use multiple LIDs 
(LID = Local Identifier) for 

the same endpoint to 
encode multiple paths
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InfiniBand - Addressing
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we introduce layers

in InfiniBand?
200200
201

100100
101

Key idea: use multiple LIDs 
(LID = Local Identifier) for 

the same endpoint to 
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IB Address Space Limitations

For a given number of layers, 
what is the largest Slimfly

network that IB can support, 
while maintaining full global 

bandwidth?

IB supports at most 49’151 
unicast addresses

Problem 2: How 
many layers can we 

support?
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InfiniBand - Layer Generation Algorithm

For each switch pair find and add an 
almost-minimal path in every layer 

(use minimal paths in Layer 0)

Problem 3: Given that we 
want 3 disjoint paths, how 
many layers do we need?

200
201

100
101

200
201

100
101
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InfiniBand - Layer Generation Algorithm

Setting: We are trying to add a non-minimal path 
to this layer for the switch pair (5, 2), after a path 

for the pair (1, 2) has been inserted

Problem 4: Can 
we fail to add an 
almost-minimal 
disjoint path?200

201

100
101

All packets that are in switch 5 
that want to reach switch 2 

have to take the direct link in 
this layer (due to IB's 

destination based routing)
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Evaluation
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Comparison Baselines & Setup

Theoretical analysis

Simulations

Real testbed comparisons
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Comparison Baselines & Setup

Baseline: 2-Level Non-Blocking Fat-Tree 
constructed using the same hardware

Rank Placement Strategy: Linear for both 
Slim Fly (SF) and Fat-Tree (FT)

Networks Routing

Baseline: Deadlock-
Free SSSP (DFSSSP) 

[1] routing, a 
standard IB protocol

[1] J. Domke et al. Deadlock-Free 
Oblivious Routing for Arbitrary 
Topologies. IPDPS, 2011.
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Microbenchmarks

MPI Bcast – SF vs. FT MPI Allreduce – SF vs. FT

In most scenarios, SF 
is comparable to FT

Nodes Nodes

For 8 and 16-node 
configurations – especially 
with smaller message sizes 
– the FT displays marginal 

advantages.

Reason: FT has 16 nodes 
per switch (SF: 4), leading 

to more localized, zero 
inter-switch hop traffic
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Microbenchmarks

MPI Alltoall – SF vs. FT MPI Alltoall – SF vs. FT

Linear 
placement in SF

Nodes Nodes

Traffic congestion on the 
(often) single shortest path 

between a few switches.

Random placement for SF, 
overcomes this bottleneck

Random
placement in SF

HW’s lack of adaptive load 
balancing support (which 

we do enable in the 
protocols) limits its 

practical improvement
Another advantege of 

having low diameter 
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Deep Learning Proxy Workloads
SF vs FT

...but GPT-3 handles significantly larger 
messages than ResNet152. Expectedly, the 

performance trend of GPT-3 matches the trend 
of MPI Allreduce for the high node count 

configurations

Both GPT-3 and ResNet152 predominantly rely 
on allreduces at higher node counts...

ResNet152: Pure data parallelism, only requires allreduce

CosmoFlow: Data + operator parallelism, requires allgather, 
reduce-scatter, allreduce, and point-to-point

GPT-3 : Data + operator + pipeline parallelism, requires 
allreduce and point-to-point
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HPC Benchmarks
SF vs FT

SF is effective for scaling HPC 
benchmarks

SF competes effectively with FT 
in terms of performance
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Routing Improvements

Layered Routing vs DFSSSP

This is thanks to the multi-
pathing support (despite not 

being able to leverage 
adaptivity)

Layered Routing outperforms 
DFSSSP
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Part I

Part II
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Topology of switch-switch links Part IV
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Cluster Use Cases, Research Outcomes, & Future Potential

Foundations of 
performance 
measures for 
interconnects

Past Present/Future

... Testing SOTA 
interconnects 

(HammingMesh, 
PolarFly, PolarStar)

Enabling cheap computations by 
filling idleness gaps on HPC 
systems („ HPC for Free”).

...

@ SC’22, 
Reproducibility
Advancement Award,
Invited as CACM 
Research Highlight

@ NSDI’24 Testing new batch scheduler 
policies, new paradigms, etc.



@spcl_eth
@spcl

spcl.ethz.ch

52

Conclusions More of SPCL’s research:

… or spcl.ethz.ch

180+ Talksyoutube.com/@spcl

twitter.com/spcl_eth 1.4K+ Followers

github.com/spcl 3.8K+ Stars
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