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ABSTRACT
We present the first parallel fixed-parameter algorithm for subgraph isomorphism in planar graphs, bounded-genus graphs, and, more generally, all minor-closed graphs of locally bounded treewidth. Our randomized low depth algorithm has a near-linear work dependency on the size of the target graph. Existing low depth algorithms do not guarantee that the work remains asymptotically the same for any constant-sized pattern. By using a connection to certain separating cycles, our subgraph isomorphism algorithm can decide the vertex connectivity of a planar graph (with high probability) in asymptotically near-linear work and poly-logarithmic depth. Previously, no sub-quadratic work and poly-logarithmic depth bound was known in planar graphs (in particular for distinguishing between four-connected and five-connected planar graphs).
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1 INTRODUCTION
Subgraph Isomorphism has applications for pattern discovery in biological networks [3, 40, 46], graph databases [33], and electronic circuit design [44]. It is also a powerful subroutine to solve edge connectivity and vertex connectivity of planar graphs [20].

The problem remains hard even in bounded degree graphs [25] and planar graphs [45].

Hence, it is natural to consider parameterized versions of the problem that are tractable when some parameter is small. We focus our attention to the case when the pattern graph $H$ is relatively small, and give algorithms whose work grows slowly (i.e., close to linear) with the size of the target graph $G$, but is allowed to grow quickly (i.e., exponential) in terms of the size of the pattern graph $H$. This continues the development of fixed-parameter tractable (FPT) algorithms for NP-hard problems [18].

We present a parallel fixed-parameter tractable algorithm with low depth for subgraph isomorphism in planar graphs. Planar graphs are an important class of graphs which arise naturally from problems in geometry [36], when trying to lay out electronic circuits without crossings [1], and in image segmentation [49].

Drawing on existing FPT techniques [4, 19, 49], our algorithm exploits that local neighborhoods of a planar graph are well-behaved and can be efficiently decomposed. We overcome two fundamental challenges: The first challenge is the reliance on a breadth-first-search (of unbounded depth) to construct the local neighborhoods. We avoid this issue by applying a randomized clustering [37] into low-diameter parts. This decomposition works because we can bound the probability that an occurrence of the pattern is not in a single cluster by a constant. The second challenge is the work-efficient solution of a high depth dynamic program. We transform the problem into a directed acyclic graph and exploit the properties of the parametrized subgraph isomorphism problem to show that introducing shortcuts for only a small subset of nodes suffices to reduce the depth of the graph to poly-logarithmic in the target graph’s size (and linear in the pattern graph’s size).

1.1 Preliminaries
Subgraph isomorphism is interested in occurrences of a graph pattern $H$ (with $k$ vertices and diameter $d$) as a subgraph of a target graph $G$ (with $n$ vertices). Formally, a subgraph isomorphism is an injective map $\phi$ from the vertices of $H$ to the vertices of $G$ such that if two vertices $u$ and $v$ are adjacent in $H$, then $\phi(u)$ and $\phi(v)$ are adjacent in $G$. The simplest variant of the subgraph isomorphism problem is to decide if any occurrence of the pattern exists in the target graph, but we can also consider counting the occurrences or listing them.

For any graph $G'$, we denote its vertex set as $V(G')$, its edge set as $E(G')$, and the subgraph of $G'$ induced by a subset $X$ of its vertices by $G'[X]$. A graph that is formed from the graph $G$ by contracting edges, deleting vertices, and deleting edges is a minor of $G$. A family of graphs is minor-closed if every minor of every graph in the family is also in the family.

Vertex Connectivity. A graph with at least $c+1$ vertices is $c$-vertex-connected if removing any $c - 1$ vertices does not disconnect the graph. The vertex connectivity $c$ of a graph is the largest number $c$ for which the graph is $c$-vertex-connected.

Tree Decomposition and Treewidth. A tree decomposition provides a recursive subdivision of a graph into overlapping subgraphs such that each subgraph is disconnected from the rest of the graph after removing few vertices. The decomposition tree records the recursive subdivision in a tree and labels the nodes of the tree with the vertices used to subdivide the graph (in a way that every edge occurs in at least one of the tree nodes). See Figure 1 for an example of how a decomposition tree represents a recursive subdivision of a graph.

The advantage of the tree decomposition is that it gives a way to describe a divide-and-conquer approach (along some graph decomposition) as a dynamic program on the decomposition tree instead. The dynamic program maintains partial results that correspond to the subgraphs of the current node in the decomposition tree and combines the partial results in a bottom-up fashion on this tree.
Formally, a tree decomposition [8–11, 23, 34] of a graph $G$ consists of a nonempty decomposition tree $T$ where each node $X_i$ of the tree $T$ is a subset of the vertices $X_i \subseteq V$ of $G$, such that:

- Every vertex $u$ of $G$ is contained in a contiguous nonempty subtree of the decomposition tree $T$.
- For every edge $(u, v)$ of the graph $G$, there is a node $X_i$ of the tree $T$ where both endpoints $u$ and $v$ are in the node $X_i$.

The maximum of $|X_i| - 1$ over all nodes $X_i$ of the tree $T$ is the width of the tree decomposition. The smallest width of any tree decomposition of $G$ is the treewidth $\tau$ of $G$.

We can assume for simplicity that every interior node in the decomposition tree has exactly two children, as we can split high-degree nodes and add empty leaf nodes without changing the width of the decomposition. Moreover, a minimum width tree decomposition of a graph with $m$ edges has $O(m)$ nodes.

Model of Computation. We consider a synchronous shared memory parallel machine with concurrent reads and exclusive writes (CREW PRAM). We express our bounds in terms of the total number of operations performed by any execution of the algorithm by all processors (called work) and the length of the critical path in the computation (called depth) [6]. By Brent’s scheduling algorithm [6, 47], an algorithm with work $W$ and depth $D$ can be executed with $P$ processors in time $O(W/P + D)$ on a CREW PRAM.

Randomization. Numerous efficient parallel algorithms make use of some form of randomness [28]. For some graph problems (such as minimum cuts [28] and minimum spanning trees [15]), a randomized algorithm has the lowest known bounds.

We assume each processor has access to an independent and uniformly distributed random word in each time step. If an event occurs with probability at least $1 - n^{-a}$ for all constants $a > 1$, we say it occurs with high probability (w.h.p.). An algorithm that returns the correct result with high probability is Monte Carlo.

### 1.2 Related Work

For the general case of subgraph isomorphism, no algorithm with less work than the naive $n^k$ is known. Ullmann presents an algorithm that uses a backtracking search [51].

Tree patterns of bounded size can be found efficiently in general graphs [2]. Much attention has been put on subgraph isomorphism in special families of target graphs, which require some form of sparsity and additional structure [2, 14, 19, 21].

Table 1: Bounds for deciding planar subgraph isomorphism.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Work</th>
<th>Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alon et al. [2]</td>
<td>$e^k n^{\Theta(\sqrt{\alpha})} \log n$</td>
<td>$\Theta(k \log n)$</td>
</tr>
<tr>
<td>Epstein [19]</td>
<td>$O(2^k \log (k+1) n^k)$</td>
<td>$\Theta(nk)$</td>
</tr>
<tr>
<td>Dorn [17]</td>
<td>$O(2^{18.81k} n)$</td>
<td>$O(2^{18.81k} n)$</td>
</tr>
<tr>
<td>Fomin et al. [22]</td>
<td>$e^{O(k(\log k)^2) / n^{O(1)}}$</td>
<td>$e^{O(k(\log k)^2) / n^{O(1)}}$</td>
</tr>
<tr>
<td><strong>This Paper</strong></td>
<td>$O(2^k \log (k+1) n \log n)$</td>
<td>$O(k \log^2 n)$</td>
</tr>
</tbody>
</table>

Parameterized Complexity. The idea behind parameterized complexity [18] is to identify (one or more) fundamental parameters $p$ of an NP-hard problem that characterize the difficult part of the problem. Then, a fixed-parameter tractable algorithm’s runtime separable into $f(p) g(n)$ (or $f(p) + g(n)$) where $f$ is allowed to be any function of $p$ and $g$ has to be polynomial in $n$ [18].

FPT Algorithms with low depth exist for several NP-complete problems [5, 7, 13]. Refer to Table 1 (excl. row 1) for an overview of the FPT algorithms for subgraph isomorphism in planar graphs.

Color Coding. Using a Monte Carlo technique called Color Coding, Alon et al. [2] obtain $O(e^k n^{k+1} \log n)$ work on a pattern of treewidth $r$, which implies $e^k n^{\Theta(\sqrt{\alpha})} \log n$ work for a planar pattern (as the treewidth of a planar graph with $k$ vertices is $\Theta(\sqrt{k})$ [35, 48]). The algorithm’s depth is poly-logarithmic in $n$ and polynomial in $k$. Their key idea is to color the vertices in the target graph with random colors, which allows a dynamic programming approach that needs to keep an exponentially smaller state. Note that this algorithm is not FPT for the size $k$ of the pattern (nor the treewidth $r$), because its runtime grows with $n^{\sqrt{k}}$ (or $n^{k+1}$).

Locally Bounded Treewidth. Epstein presents the first FPT subgraph isomorphism algorithm for planar graphs that has a linear dependency on the size of the pattern graph [19]. It runs in polynomial time in $n$ for patterns of size $O(\log n / \log \log n)$. The key insight is to exploit that local neighborhoods of planar graphs have bounded treewidth. Their algorithm generalizes to other minor-closed families with a relationship between diameter and treewidth, such as bounded-genus graphs [20]. They use a breadth-first-search (BFS) to decompose the graph into these local neighborhoods.

**Sampling.** Fomin et al. [22] present a randomized sampling approach that produces subgraphs of sub-linear treewidth in $k$. Then, they apply an existing FPT dynamic program.

![Figure 1: Illustration of a graph $G$ and one of its tree decompositions $T$ of width 2. The highlighted subtrees in the tree $T$ correspond to the subgraphs highlighted in the graph $G$ of the same color. The root node $\{c, e, f\}$ separates the two highlighted subtrees, meaning that every path from the subgraph induced by the left subtree to the subgraph induced by the right subtree contains a vertex that is in the root node $\{c, e, f\}$.](image-url)
1.3 Our Contributions

We present the first FPT work planar subgraph isomorphism algorithm with depth poly-logarithmic in $n$ and polynomial in $k$. Our Monte Carlo algorithm has $O^{3}(k)n \log n$ work and $O(k \log^{2} n)$ depth in planar graphs and has FPT work in all minor-closed families of graphs of locally bounded treewidth (see Section 4.3).

Table 1 contains the exact bounds and a comparison to the related works regarding planar graphs. Note that if the pattern graph occurs in the target graph, the expected work is $O(nk \log n \log k)$. Our algorithm can also list all occurrences of a pattern with $O(nk \log n \log k) + O(k \log^{2} n \log n \log k)$ depth.

We use a low-diameter decomposition, which can ensure that the occurrences of the pattern graph are in the same low-diameter part of the graph with sufficient probability. Then, we show how to exploit the special structure of a tree decomposition based algorithm to compute its results work-efficiently in parallel. Finally, we provide a randomized extension to the algorithm that also handles disconnected pattern graphs.

More generally, we can find isomorphic subgraphs that separate a set of marked vertices (leaving them in different components after removal of the subgraph). Because there is a relation between finding certain separating cycles as subgraphs and planar vertex connectivity, our subgraph isomorphism algorithm yields better parallel bounds for deciding vertex connectivity in planar graphs.

We show that planar vertex connectivity can be answered in $O(n \log n)$ work and $O(\log^2 n)$ depth. Previously, only 2-connectivity and 3-connectivity had sub-quadratic work and poly-logarithmic depth solutions [38, 50].

2 FROM PLANAR TO LOW TREETRUEH

Planar graphs do not have bounded treewidth (it can be up to $\sqrt{n}$), which prevents a direct application of bounded treewidth techniques (as we use in Section 3). Fortunately, a planar graph of diameter $d$ has treewidth at most $3d$ [19], and each occurrence of a pattern with diameter $d$ is contained in a subgraph of diameter $d$ of the target graph.

Hence, a simple (but work-efficient) approach to solve subgraph isomorphism in planar graphs would consist of building for every vertex in the target graph the subgraph induced by nodes at a distance at most $d$ and then invoking an algorithm for bounded treewidth graphs on each of those subgraphs. This approach of covering the graph is inefficient because many vertices of the target graph could be in multiple (even all) of these subgraphs, leading to a total size of these subgraphs of $\Theta(n^2)$.

Instead, Eppstein [19] proposed (based on an idea by Baker [4]) a covering approach based on a single BFS to cover all subgraphs of diameter at most $d$ with graphs of total size only $O(dn)$. It is easy to see that naive BFS takes linear work and $O(D)$ depth on a diameter $D$ graph, but we care exactly about the situation when the diameter $D$ is not bounded. Even on planar graphs, performing work-efficient and low-depth BFS is a challenging problem. An approach by Klein [32] achieves $O(n \log^2 n)$ work and poly-logarithmic depth.

To avoid the issue of low-depth BFS, in our approach, we first decompose the graph into randomized clusters of small diameter (as illustrated in Figure 2 and Figure 3). This allows us to then run a simple parallel BFS on those low diameter graphs and construct a covering for each of those clusters. In summary, one run of our subgraph isomorphism algorithm works as follows:

1. Cover the target graph with subgraphs $G_0, \ldots, G_i$ of bounded treewidth (they might overlap, as detailed in Section 2.1).
2. Solve subgraph isomorphism for each such bounded treewidth subgraph in parallel (as described in Section 3).

Since our covering algorithm is randomized, an occurrence of a pattern may not be contained in any single subgraph in the cover. However, in expectation $O(1)$ repetitions suffice to find an occurrence of the pattern if it exists. At most $O(\log n)$ runs suffice to certify that no occurrence of a pattern exists with high probability. Our main result for planar graphs is the following:

**Theorem 2.1.** Deciding (with high probability) if a connected pattern graph $H$ occurs as a subgraph of a planar target graph $G$ takes $O((3k)^{k+1} n \log n)$ work and $O(k \log^2 n)$ depth.

For a pattern of small diameter $d$, we obtain better bounds:

**Corollary 2.2.** Deciding (with high probability) if a connected pattern graph $H$ of diameter $d$ occurs as a subgraph of a planar graph $G$ takes $O((3d + 3)^{k+1} \log n)$ work and $O(k \log^2 n)$ depth.

To simplify the exposition, we assume (for now) that the pattern graph is connected and focus on the decision version of the problem. We then discuss how to remove the assumption of connectedness in Section 4.1 and show how to modify the algorithm to list all occurrences of a pattern graph in Section 4.2. Moreover, we generalize the approach from planar graphs to a class of graphs that contains all bounded-genus graphs in Section 4.3.
2.1 Parallel Low-Treewidth Cover

We show how to construct (in parallel) a set of subgraphs of low treewidth such that each occurrence of a connected pattern $H$ is in at least one of the subgraphs with constant probability. The first step is to use a low-diameter decomposition. The goal of a low-diameter decomposition is to partition the vertices of the graph into (vertex-disjoint) clusters of low diameter such that few edges of the graph connect vertices in different clusters.

Exponential Start Time Clustering [37] is especially well-suited for our purposes because it bounds the probability that an edge connects two different clusters. This observation allows us to bound the probability that a connected subgraph is split into multiple clusters, and thus the clustering preserves the occurrences of a graph pattern with nontrivial probability, as needed for our purposes.

A clustering of $G$ is a set of vertex-disjoint induced subgraphs called clusters that together contain all vertices. We say an edge crosses the clusters if it has endpoints in the vertex sets of two distinct clusters.

Lemma 2.3 (Exponential Start Time Clustering [37]). With $O(n)$ work and $O(\beta \log n)$ depth, Exponential Start Time $\beta$-Clustering produces, w.h.p., clusters of diameter $O(\beta \log n)$ where each edge crosses the clusters with probability at most $1/\beta$.

Note that Exponential Start-Time Clustering does not allow us to fix the number of clusters a priori. Instead, the number of clusters depends on the structure of the graph. For example, a clique will most likely end up as a single low-diameter cluster.

Because every edge crosses the clusters with small probability, the probability that a fixed occurrence of the pattern contains an edge that crosses the clusters is also relatively small (for an appropriate choice of parameter $\beta$). See Figure 2 for an illustration.

Observation 1. The probability that no edge of a connected subgraph $H$ of the graph $G$ crosses a cluster of an Exponential Start Time $2k$-Clustering of $G$ is at least $1/2$.

Proof. The idea is that some spanning tree of the occurrence remains intact (i.e., no edge in the tree crosses a cluster) with the given probability, which implies the result. Consider an arbitrary spanning tree $A$ of $H$. By Lemma 2.3, the probability that a particular edge of the spanning tree crosses the clusters is at most $\frac{1}{2k}$. By the union bound, the probability that any of the $k - 1$ edges of the spanning tree $A$ crosses the clusters is at most $\frac{k-1}{2k} < \frac{1}{2}$. Hence, the probability that no edge crosses the clusters is at least $1/2$.

We combine the clustering idea with the approach from Eppstein [19] and Baker [4] for the Parallel treewidth $k$-$d$ Cover algorithm.

Parallel Treewidth $k$-$d$-Cover.

1. Run Exponential Start Time $2k$-Clustering on $G$.
2. For each cluster, choose an arbitrary root $v$ and run a naive parallel BFS within the cluster.
3. This yields a BFS tree for each cluster. For each level $i$ of the tree, output the subgraph $G_i$ induced by the vertices at distance $i$ through $i + d$ from $v$ (as illustrated in Figure 3).

The algorithm guarantees that each of the subgraphs has low treewidth and that every occurrence of the pattern graph is in at least one of the subgraphs with constant probability.

Theorem 2.4. For a planar target graph $G$ and a connected pattern graph $H$ with $k$ vertices and diameter $d$, a Parallel Treewidth $k$-$d$ Cover produces a set of induced subgraphs $G_i$ of $G$ such that:

- Every graph $G_i$ has treewidth at most $3d$.
- Every vertex of $G$ is contained in at most $d$ graphs $G_i$.
- Every fixed occurrence of $H$ is contained in at least one of the graphs $G_i$ with probability at least $1/2$.

The algorithm takes, w.h.p., $O(nd)$ work and $O(k \log n)$ depth.

Proof. Each of the graphs $G_i$ is a subgraph of a planar graph with diameter $d$. Hence, it has treewidth at most $3d$ [19]. By Observation 1, an occurrence $H'$ of $H$ is in the same cluster with probability at least $1/2$. If this is the case, consider the first vertex $u$ of the pattern occurrence $H'$ encountered during the BFS done for the cluster and let $i$ be the distance of $u$ from the root $v$ of the BFS tree. Then, the occurrence $H'$ is an induced subgraph of $G_i$.

The clusters have diameter $O(k \log n)$. Hence, the BFSes have $O(k \log n)$ depth. Each vertex and edge is part of at most $d$ subgraphs by construction, which implies that the work is $O(nd)$.

It remains to find (in parallel) occurrences of the pattern on each of the low treewidth subgraphs we constructed. The algorithm in Section 3 requires that a tree decomposition of the subgraph has already been computed. For a planar graph, constructing such a decomposition of width $3d$ takes $O(n)$ work and $O(d)$ depth given a planar embedding of the graph [4, 19]. Computing a planar embedding takes $O(n)$ work and $O(\log^2 n)$ depth [31].
3 ALGORITHM FOR BOUNDED TREFWIDTH

The main result of this section is a parallel algorithm to solve subgraph isomorphism in parallel on graphs of bounded treewidth. It is based on a simplified version of the algorithm from Eppstein [19]. We transform the original problem into a graph search problem. Exploiting the particular structure of the resulting acyclic graph allows us a low depth and work-efficient solution.

Lemma 3.1. Deciding if a connected pattern graph H is isomorphic to a subgraph of the target graph G of treewidth \( \tau \) takes \( O(k \log^2 n) \) depth and \( O((\tau + 3)^{3k+1} n) \) work. The bounds hold w.h.p.

The overall idea of the sequential algorithm is to gradually compute the subgraph isomorphism while traversing the decomposition tree in a bottom-up fashion. We start by discussing the partial matches (partially completed subgraph isomorphisms) the algorithm employs, which are crucial for the parallel algorithm as well.

3.1 Partial Matches

Every node \( X \) in the decomposition tree corresponds to a subgraph \( G[X] \) induced by \( X \) in the target graph \( G \) with only a small number of vertices \( \tau + 1 \). Moreover, the descendants of the node \( X \) (together with \( X \)) induce a subgraph \( G_X \) of the graph \( G \) that is separated from the rest of the graph \( G \) by the vertices in the tree decomposition node \( X \). The idea of partial matches is to find occurrences of subpatterns of the pattern \( H \) within these subgraphs and combining them in a bottom-up fashion in the tree decomposition.

Partial matches exist between subgraphs of the pattern graph \( H \) and these induced subgraphs \( G_X \). Because vertices that are in the subgraph \( G_X \) but are not in the separating set \( X \) are not directly connected to the rest of the graph \( G \), it is not necessary to explicitly store the mapping between pattern and target graph for these vertices in order to combine a partial match inside this subgraph with partial matches from the rest of the graph. Hence, when we build partial matches, only the \( \tau^k \) different mappings for these vertices in the separating set \( X \) are important. The remaining vertices that have already been matched in a child are recorded as such. See Figure 4 for an example.

Formally, a partial match of \( X \) is a triple \((\phi, C, U)\), where \( C \) denotes the set of vertices matched in a child, \( U \) the set of vertices marked as unmatched, and a subgraph isomorphism function \( \phi \) from the subgraph \( H[V(H) \setminus (C \cup U)] \) to the subgraph \( G[X] \). If a vertex \( v \) of \( H \) is matched in a child, the vertex \( v \) is mapped to a vertex in \( G_X \) which does not appear in \( X \). If a vertex \( v \) of \( H \) is unmatched, then it is not matched to any vertex that appears in the subgraph \( G_X \).

3.2 Eppstein’s Sequential Algorithm

The idea is to extend the partial matches while traversing the decomposition tree \( T \) bottom-up. The goal is to construct a partial match of the root node where no vertex is unmatched. We focus on how to construct such a partial match for the root, from which a specific subgraph isomorphism can be recovered efficiently (by collecting appropriate partial isomorphisms in a top-down traversal of the tree; see also Section 4.2.1).

A partial match of a child node \( Y \) can be extended when going to a parent node \( X \) by matching some additional vertices that were unmatched by the child match to \( X \), marking the vertices that have been matched by the child but are not in the parent as matched in a child, and leaving the rest of the partial isomorphism function the same (the vertices that were not newly matched in \( X \) remain unmatched).

A partial match that can be extended to a parent’s partial match (possibly together with another child’s partial match) is called consistent with a parent’s partial match. The precise rules for being consistent follow. Consider a node \( X \) of the decomposition tree, one of its children \( Y \), and the partial matches \((\phi_X, C_X, U_X)\) of \( X \) and \((\phi_Y, C_Y, U_Y)\) of \( Y \). For all vertices \( v \) in \( H \):

- If \( v \) is matched by \( \phi_Y \) to a node in \( X \) or by \( \phi_X \) to a node in \( Y \), then they map to the same value: \( \phi_X(v) = \phi_Y(v) \). This prevents the partial matches \((\phi_X, C_X, U_X)\) and \((\phi_Y, C_Y, U_Y)\) to map the same vertex in the pattern graph to different nodes in the target graph.
- If the child partial match \( \phi_Y \) matches a vertex \( v \) to a vertex not in the parent label set \( X \) or marks the vertex \( v \) as matched in a child (i.e., in \( C_X \)), then the parent partial match marks the vertex \( v \) as matched in a child (i.e., in \( C_Y \)). In particular, we have \( C_Y \subseteq C_X \).

Note that these rules imply that the child’s partial match does not match any vertex that is unmatched by the parent, i.e., \( U_Y \subseteq U_X \).

The point of the following combination rule is to ensure (on top of consistency) that a vertex that is marked as matched in a child in the parent is matched in exactly one of the two partial matches. Also, note how the partial matches agree on the vertices that the decomposition nodes have in common: the partial match of the root agrees with the left child’s match on \( c \) and \( e \) and with the right child’s match on \( c \).

Figure 4: A valid partial match of the root \((c, e, f)\) of the decomposition tree is built from two compatible (and valid) partial matches of the left child \((c, d, e)\) and the right child \((a, c, f)\). observe how every vertex in the pattern that is marked as ‘matched in a child’ at the root is matched in exactly one of the two other partial matches. Also, note how the partial matches agree on the vertices that the decomposition nodes have in common: the partial match of the root agrees with the left child’s match on \( c \) and \( e \) and with the right child’s match on \( c \).
• The partial matches $M_L$ and $M_R$ are both consistent with the partial match $M_X$.
• If a vertex is marked as matched in a child by $M_X$, then it is marked as unmatched in exactly one of the child matches $M_L$ and $M_R$.

A partial match is valid, if it is compatible with two partial matches of its children, or if it does not mark any vertices as matched in a child. Note that the trivial partial match that marks everything as unmatched is always valid. A valid partial match of the root node that does not mark any vertex as unmatched certifies the existence of a subgraph isomorphism.

The sequential algorithm traverses the decomposition tree bottom-up and enumerates all possible partial matches for the current node, then checks which are valid (given the valid matches for the children). For a tree decomposition of width $\tau$ and a pattern of size $k$, there are at most $(\tau + 3)^{3k}$ possible partial matches per node. There are at most $(\tau + 3)^{3k}$ combinations of partial matches of the parent and its two children and validating a combination takes $O(\tau)$ time. Hence, the overall runtime is $O((\tau + 3)^{3k+1}m)$.

3.3 Parallel Algorithm

The issue is that even a low-diameter planar graph might have a decomposition tree that has a large height of $\Omega(n)$. Therefore, parallelizing the computation at each node of the decomposition tree is not enough. It is possible to transform any tree decomposition into a decomposition of height $O(\log n)$ with three times the treewidth [10], which increases the work by a factor of $\Omega(\tau^3)$.

To avoid this, we parallelize across the height of the decomposition tree. In order to obtain a simpler problem, we partition the tree into paths. Then, we solve the problem on each of the paths. A path can be solved once all paths that start at a child of a node in the path have been solved. We avoid the sequential bottleneck by transforming the problem of finding valid partial matches in these subpaths of the tree decomposition into a reachability question in an acyclic directed graph with special structure. The reachability question can be solved work-efficiently with a low depth on this acyclic graph by introducing shortcuts of exponentially increasing distance to a carefully selected subset of the vertices.

3.3.1 Decomposition into Paths. Let us start by discussing how to decompose the tree into suitable subpaths. Walk from every leaf towards the root until reaching a branching node (i.e., a node with at least 2 children). Remove the visited paths from the tree, and proceed recursively. This decomposition can be implemented efficiently using parallel expression tree evaluation (tree contraction) [39, 47]:

Lemma 3.2 (Appendix A). A tree $T$ can be decomposed into a set of paths $P$ where the paths are grouped into $O(\log n)$ layers with the property that vertices in the $i$-th layer have no children in a layer larger than $i$. This decomposition takes $O(n)$ work and $O(\log n)$ depth.

3.3.2 The Graph of Partial Matches. We can reason about how to construct the valid partial matches for a subpath $P$ of the tree decomposition, assuming we already solved all paths descending from a child of $P$. Specifically, we derive locally at each node in the subpath $P$ a set of partial matches that are valid partial matches if at least one of the partial matches of a child node of $P$ is also a valid partial match. At the leaf of the path, we know which partial matches are valid (because both children have already been solved). This observation leads to the idea to construct a directed acyclic graph of partial matches where reachability models the validity of the partial matches, as follows.

Let $P$ be a subpath of the tree decomposition $T$. Consider a node $X$ in the path $P$ and assume we already computed the partial matches for the left child $L$ of $X$ (the other child is the right child $R$ where $R \in P$). Then, we can check which partial matches of $X$ and the right child of $X$ are compatible with a partial match of $L$. This yields for every partial match $M_X$ of $X$ a set of partial matches of $R$ that would validate the partial match $M_X$.

We construct a directed acyclic graph $G'$ based on this idea. For the leaf node of $P$, there is a vertex in $G'$ for every valid partial match. For every other node $X$ in $P$, there is a vertex for every partial match of that node. Then, there is an edge from a partial match $M_R$ of the child $R$ of $X$ to a partial match $M_X$ if there is a valid partial match $M_L$ of the other child $L$ of $X$ such that $M_X$ is compatible with $M_L$ and $M_R$.

Reachability in the graph $G'$ can model which partial matches are valid: A partial match is tagged as valid if it does not mark any vertices as mapped by a child. The partial matches from the leaf node of $P$ are also tagged as valid. Then, the valid partial matches are those that are reachable from a partial match tagged as valid in the directed acyclic graph $G'$.

3.3.3 Finding Valid Partial Matches Via Reachability. Next, we discuss how to compute all the valid partial matches using the directed acyclic graph $G'$. Note that this graph $G'$ still has a diameter equal to the length of the path $P$, so we cannot directly use BFS. Hence, we introduce shortcuts of exponentially increasing distance to reduce the diameter to $O(k \log n)$. After introducing the shortcuts, we use naive parallel BFS to determine all the reachable vertices. The details follow.

A simple (but a factor $\log n$ work-inefficient) way to solve reachability is to introduce shortcuts for every vertex (similarly to some list ranking and connected components algorithms [47]):

1. Introduce shortcuts in $\log n$ rounds $0, 1, \ldots, \log n$.
2. Round $i$ creates shortcuts of length $2^i$. The edges of the graph are shortcuts of length $1$.
3. For round $i > 0$, for every vertex $u$, look at all its outgoing edges of length $2^{i-1}$. For each such edge $(u, v)$, look at all edges $(v, w)$ of equal length $2^{i-1}$ and add an edge $(u, w)$ of length $2^i$ to $u$.

This would result in $O(\log n)$ depth, but also be work inefficient by up to a factor $\Theta(\log n)$ (when $k = O(1)$) because every vertex in the graph $G'$ does $\Omega(\log n)$ work.

The crucial observation to overcome this limitation is that any valid partial match is constructed by matching a “new” vertex at most $k$ times. Thus, there are at most $k$ edges in $G'$ that match new vertices along any path in $G'$ towards a valid partial match. The rest of the edges in $G'$ do not introduce any new matches, but instead, translate from the partial match of a child to an equivalent partial match of the root. Since there is only one way not to introduce any new matches (see Figure 5), the subgraph of edges that do not introduce new edges is a directed forest (where edges are directed
The work is linear in the number of vertices because we do not know in advance.

**Proof.** Consider a fixed occurrence of the pattern $H$. The probability that all of its vertices are assigned to the correct component of $H$ is $1/k$. Hence, $O(l^k)$ repetitions suffice to find a particular occurrence of $H$ with constant probability, and $O(l^k \log n)$ repetitions suffice to certify that no occurrence exists with high probability. □

Note that this technique of finding disconnected patterns by reduction to the connected case is completely general and can be used in conjunction with any subgraph isomorphism algorithm.

4.2 Listing all Occurrences

We describe the modifications necessary to make our algorithm list all occurrences of a pattern. The first step is to modify the algorithm such that it returns a particular occurrence of a pattern with probability at least 1/2. Then, we can repeatedly generate a new set of occurrences, remove duplicates (by hashing), until we are confident enough that we have found all occurrences. The main difficulty is that the number of iterations necessary to find all the occurrences depends on the number of occurrences, which we do not know in advance.

However, since every particular occurrence is found with probability at least 1/2 in each iteration, if there is an occurrence that has not yet been found, at least one new occurrence is found with probability at least 1/2. This argument shows that the process is
related to getting many heads in a row when flipping coins: it is unlikely that many iterations in a row do not find a new occurrence.

**Observation 2.** For all \( j \leq i \), the probability that in a sequence of \( j \) independent coin flips \( i \) heads occur in a row is at most \( 2^{-i} \).

**Proof.** The probability that \( i \) heads occur in a row starting from the \( i \)-th coin flip is at most \( 2^{-i} \). By a union bound over the \( j \) possible start positions, the bound follows.

This observation still holds even for biased coins, as long as the probability that heads comes up is at most \( 1/2 \).

Therefore, we iterate until after \( j \) iterations we have seen no new occurrence for \( \log \delta_j + O(\log n) \) iterations in a row to guarantee that we have found all occurrences with high probability in \( n \).

**Theorem 4.2.** Listing w.h.p. all \( x \) occurrences of a connected pattern graph in a planar target graph takes \( O(k \log^2 n \left( \log(x) + \log n \right)) \) depth and \( O((xk + (3k + 3)^{3k+1}n) \left( \log n + \log x \right)) \) work.

**Proof.** Every iteration finds a specific occurrence with probability at least \( 1/2 \). Hence, after \( \log \delta_j + O(\log n) \) iterations, the probability that we have not found a specific occurrence is at most \( x^{-1}n^{-\Omega(1)} \). By a union bound over the \( x \) occurrences, the probability that we have not found all occurrences is at most \( n^{-\Omega(1)} \). Hence, after \( i = \log \delta_j + O(\log n) \) iterations, the algorithm will, with high probability, not find any new occurrences (because there are none) and by construction terminate after an additional \( O(\log j + \log n) \) iterations. Overall, the algorithm takes at most \( O(\log x + \log n) \) iterations to terminate with high probability. Together with the bounds from Section 4.2.1 this implies the work and depth bounds.

We show that the probability that the algorithm terminates before all occurrences have been found is at most \( n^{-\Omega(1)} \). Consider the longest prefix of iterations of the algorithm where it has not found all occurrences. Model these iterations as coin flips, where the coin of an iteration turns up heads if this iteration finds no new occurrence. Heads comes up with probability at most \( 1/2 \) because each such iteration finds a new occurrence with probability at least \( 1/2 \). By Observation 2, the probability that (for any \( j \) in this sequence) after \( j \) coin flips heads come up \( \log \delta_j + O(\log n) \) times in a row is at most \( n^{-\Omega(1)} \). This situation is the only one in which the algorithm terminates before finding all occurrences.

Hence, if we can find every occurrence that does not cross a cluster, we can find all occurrences with high probability. It remains to describe how to find these occurrences.

4.2.1 Recovering All Occurrences for a Cluster. Every valid partial match of the root of the tree decomposition that does not map any vertex as unmatched can be attributed to one or more subgraph isomorphisms. We construct these subgraph isomorphisms top down while traversing the shortcut graph of valid partial matches in reverse order (only following edges that lead to a valid partial match). The algorithm keeps a set of current subgraph isomorphisms at every vertex in the graph and does a parallel BFS of limited depth. When visiting a new vertex of the shortcut graph (which contains a partial mapping \( \phi \)), every subgraph isomorphism in the list from the predecessor node is extended by \( \phi \) and stored in the new vertex.

As for the decision problem, we observe that only \( k \) edges introduce a new vertex to the mapping. The other edges are shortcut so that overall at most \( O(\log n) \) edges need to be traversed in between those \( k \) edges. However, we now need to construct the possible subgraph isomorphism even through those shortcuts explicitly. Fortunately, as illustrated in Figure 5, there is a unique way to extend a partial match through these shortcut edges, namely, do not change the current mapping at all. Hence, the overall depth of the reconstruction is \( O(k \log^2 n) \).

By considering only occurrences that contain at least one vertex that is closest to the root of the BFS tree of the \( k \)-d cover, every traversed path leads to at least one subgraph isomorphism, and the work is bounded by the size of all the subgraph isomorphisms.

4.3 Bounded Genus & Apex-Minor-Free Graphs

Our results generalize to all (minor-closed) families of graphs where a bounded diameter graph has bounded treewidth. Observe that our treewidth \( k \)-cover algorithm from Section 2.1 does not use anything specific to planar graphs. It outputs subgraphs of diameter \( d \) that cover all occurrences of the pattern with constant probability. Moreover, our algorithm for bounded treewidth in Section 3 only requires a treewidth decomposition of low width. We start by giving the characterization of the graphs where our results hold and then discuss the few necessary changes.

4.3.1 Locally Bounded Treewidth. A family of graphs has locally bounded treewidth [20] if every graph of diameter \( D \) has treewidth at most \( f(D) \), for some function \( f \). Surprisingly, all minor-closed families of graphs that have locally bounded treewidth have locally linear treewidth [16], meaning that a graph of diameter \( D \) has treewidth \( O(D) \).

The graphs of locally bounded treewidth have been characterized with respect to having certain excluded minors. A graph \( G \) that has a vertex \( v \) that is connected to all other vertices in \( G \) that becomes planar after removing \( v \) is an apex-graph. Such graphs do not have locally bounded treewidth. For example, consider the \( n \times n \) grid with an additional vertex connected to all other vertices. This graph has diameter 2, but because the grid has treewidth \( n \) [48] this apex graph has treewidth at least \( n \). Note that some apex graphs are planar (like the clique \( K_5 \)) while others are not (like the clique \( K_5 \)).

Interestingly, a minor-closed family of graphs of locally bounded treewidth must have an apex graph as an excluded minor [20]. For example, planar graphs exclude the apex graph \( K_5 \) as a minor (by Kuratowski’s theorem [52]). Examples of apex-minor-free graphs include bounded-genus-graphs.

4.3.2 Parallel Tree Decomposition. The missing piece to our parallel subgraph isomorphism algorithm on apex-minor-free graphs is a parallel tree decomposition algorithm. The algorithm from Lagergren [34] achieves poly-logarithmic depth for constant treewidth, but the depth of the algorithm is not polynomial in \( \tau \). It becomes the bottleneck in our subgraph isomorphism algorithm.

**Theorem 4.3 (Lagergren [34]).** For a graph with treewidth \( \tau \), computing a tree decomposition of width \( 8\tau + 7 \) takes \( \tau^{O(\tau)}m \) work and \( \tau^{O(\tau)} \log^3 n \) depth.
Together with the results from Section 2.1 and Section 3 this proves the generalized bounds. Similar results hold for disconnected patterns and listing all occurrences of the pattern.

**Theorem 4.4.** Deciding (with high probability) if a connected pattern graph $H$ occurs as a subgraph of an apex-minor-free graph $G$ takes $O^{(k)} n \log^2 n$ work and $O^{(k)} \log^3 n$ depth.

### 5 PLANAR VERTEX CONNECTIVITY

Vertex connectivity is a classic graph problem with applications in networking [12] and operations research [41]. Sequentially, $c$-vertex connectivity can be solved in linear time for planar graphs [19] and, more generally, in $O(c^2 n^2 \log n)$ time deterministically [30] and $O(m + c^{7/3} n^{8/3})$ time with high probability [42]. Recently, a sub-quadratic time deterministic algorithm [24] and a near-linear work [43] algorithm have been announced.

Two-connectivity and $3$-connectivity have long been solved (optimally) for general graphs with linear work and logarithmic depth [38, 50]. In contrast, no sub-quadratic work poly-logarithmic depth $4$-connectivity algorithm was available even for planar graphs prior to our work.

We show that vertex connectivity can be solved with $O(n \log n)$ work and $O(\log^2 n)$ depth in planar graphs. This result is possible because the vertex connectivity is closely related to certain separating cycles in a target graph that is constructed based on a planar embedding of the original graph (details below). Moreover, we use that the work of our subgraph isomorphism algorithm is $O(n \log n)$ for any constant size pattern. Epstein [19] uses this idea (attributed to Nishizeki) for his sequential linear work vertex connectivity algorithm. We describe the approach and the necessary changes to our parallel algorithm.

#### 5.1 From Connectivity to Separating Cycles

We show how to construct the target graph that we use to solve vertex connectivity, based on an idea attributed to Nishizeki [19]. See Figure 6 for an illustration.

Embed the graph $G$ in the plane. Use the embedding to construct a bipartite target graph $G'$ from $G$ as follows. One side of the bipartite graph consists of the vertices from $G$. The vertices on this side are the original vertices. The other side has a vertex $f$ for each face $f$ of the original graph. The vertices on this side are the face vertices. A face vertex $f$ of $G'$ and an original vertex $v$ of $G'$ are connected if and only if the face $f$ contains the vertex $v$ in the graph $G$. Observe that because the graph $G'$ is bipartite, all its cycles have even length.

**Separating Subgraphs.** A subgraph $H'$ of a graph $G$ separates the vertex set $S \subseteq V(G)$ if the graph $G[V(G) \setminus V(H')]$ we get from removing all vertices of $H'$ from $G$ contains at least two vertices from $S$ in two different connected components.

**Lemma 5.1 (Nishizeki / Epstien [19]).** If $G$ is 2-connected and the shortest cycle in the bipartite graph $G'$ that separates the set of original vertices has length $2k$, then $G$ has vertex connectivity $c$.

This leads us to our algorithm to decide planar vertex connectivity in parallel. First, check if the graph is 2-connected and if it is 3-connected using existing algorithms [38, 50]. If the graph is 3-connected, check if there is a cycle of length 8 in $G'$ that separates the original vertices of $G$. If so, the graph $G$ has vertex connectivity 4. Otherwise, the graph $G$ has vertex connectivity 5.

**Lemma 5.2.** Deciding Planar Vertex Connectivity (w.h.p) takes $O(n \log n)$ work and $O(\log^2 n)$ depth.

**Proof.** The algorithm is correct by Lemma 5.1 and the fact that the vertex connectivity of a planar graph is at most 5. This follows from Euler’s formula, which implies that every planar graph has a vertex of degree at most 5 [52]. Removing the neighbors of this vertex disconnects the graph, hence the graph is not 6-connected.

Constructing a planar embedding takes $O(n)$ work and $O(\log^2 n)$ depth [31]. Together with the modifications described in Section 5.2 (Lemma 5.3) this implies the work and depth bounds.

Hence, we need to augment our subgraph isomorphism algorithm so that it can find a subgraph that separates a set of vertices (the original vertices in the case of the graph $G'$).

A simple approach to find all separating cycles of a given length would be to enumerate all cycles of a given length using the algorithm from Section 4.1 and check which are separating. However, there can be $\Theta(n^4)$ many length 8 cycles in a planar graph [29], so this would be too much work.

### 5.2 Separating Subgraph Isomorphism

We generalize our parallel subgraph isomorphism algorithm so that it can find subgraphs that separate a given set of vertices. Two modifications are necessary. These are similar to what was necessary for the sequential algorithm [19] for cycles. The first modification is to the parallel treewidth cover algorithm from Section 2.1. This modification ensures that a subgraph that is separating in the original graph is also separating in each of the graphs in the cover. The
second modification concerns the algorithm for bounded treewidth subgraph isomorphism from Section 3. It extends the state space of the recursion to keep track of which vertices are separated by the subgraph and which can be in the same component after removing the subgraph.

*S-Separating Subgraph Isomorphism* asks if there exists an occurrence \( H' \) of the pattern graph \( H \) in the target graph \( G \) that separates the vertex set \( S \subseteq V(G) \). If the pattern graph is a cycle, the problem is called \( S \)-Separating Cycle.

### 5.2.1 How to Modify the \( k \)-d-Cover

Start by clustering the graph \( G \) as usual. Then, for each cluster, merge all neighboring clusters into a single vertex each (do not choose these as the source for the BFS). Then, in each cluster, instead of returning the graph \( G_i \) (which is an induced subgraph of the cluster), merge all connected components of the cluster that result after removing \( V(G_i) \) into a single vertex each. This produces a set of minors of the graph (instead of a set of induced subgraphs), as shown in Figure 7.

When proceeding to find an \( S \)-separating subgraph in these minors, consider each merged vertex that contains at least one vertex of the set \( S \) to be in the set \( S \). Moreover, do not allow the occurrence of the pattern to contain any of the merged vertices (the other vertices are in a set of allowed vertices \( A \)).

### 5.2.2 How to Modify the Bounded Treewidth Algorithm

The generalized algorithm must separate \( S \) and only contain vertices from the set of allowed vertices \( A \). To restrict the found occurrences to only contain vertices from the set of allowed vertices, it suffices to restrict the mapping at each tree decomposition node to \( A \).

The idea to find an occurrence that separates \( S \) is that we record which vertices are separated by the occurrence. Removing such an occurrence creates at least two connected components. We call one of these components the *inside* vertices and the rest of the vertices the *outside vertices*. Observe that after removing a separating occurrence from the graph, every resulting connected component must either consist of only inside or consist of only outside vertices.

We extend the construction of partial matches. A partial match for node \( X \) has an additional set \( I_X \subseteq X \) of *on the inside* vertices and a set \( O_X \subseteq X \) of *on the outside* vertices. Moreover, it has a boolean \( i_y \) to keep track if any of the vertices in \( S \) that occur in the subgraph induced by the current tree decomposition node are on the inside (and a boolean \( o_X \) to store if any of those vertices are on the outside). This bookkeeping ensures that at least one vertex is on both sides – otherwise, the subgraph would not be separating.

We adapt the semantics of the combination rules accordingly to reflect the intuition that partial matches keep track of which vertices are on the inside or outside. Consider a node \( Y \) of the decomposition tree, one of its children \( X \), and the (extended) partial matches \((\phi_X, C_X, U_X, I_X, O_X, i_x, o_x)\) of \( X \) and \((\phi_Y, C_Y, U_Y, I_Y, O_Y, i_y, o_y)\) of \( Y \). Then, for the partial matches to be valid, ensure the following:

- Every connected component of the subgraph of \( G_i \) induced by the vertices in \( X \) that are not mapped onto by the function \( \phi_X \) is either fully in \( O_X \) or fully in \( I_X \). Similarly for \( Y \).
- The inside and outside of \( X \) and \( Y \) have to be consistent: For any vertex \( u \), if \( u \in X \cap Y \) then \( u \in I_Y \) if and only if \( u \in I_X \) and \( u \in O_Y \) if and only if \( u \in O_X \).
- The parent match has to ‘remember’ if any vertex is in \( S \) and on the inside or outside. Specifically, for a vertex \( u \in S \), \( u \in I_X \) implies \( i_x \) and \( u \in O_X \) implies \( o_x \). Moreover, \( i_y \) implies \( i_x \) and \( o_y \) implies \( o_x \).

Finally, a valid partial match at the root must separate \( S \) (which means \( i_x \) and \( o_x \) are both true at the root).

**Lemma 5.3.** Deciding Planar \( S \)-Separating Subgraph Isomorphism (w.h.p.) for a connected pattern graph with \( k \) vertices takes \( O(k \log^2 n) \) depth and \( O(2^{k^2} (3k + 1)^{3k+1} n \log n) \) work.

**Proof.** Computing connected components and contracting the edges takes \( O(n) \) work and \( O(\log n) \) depth [27]. The number of states for the recursion increases by at most \( 2^{4k+3} \). Hence, the number of considered combinations with the children increases by at most \( O(2^{3k}) \) at every node.

When \( k \) is a constant, the algorithm takes \( O(n \log n) \) work and \( O(\log^2 n) \) depth. In Section 5.1, the only missing piece to solve planar vertex connectivity in \( O(n \log n) \) work and \( O(\log^2 n) \) depth is to find \( S \)-Separating 8-cycles, which we have just described how to solve in the stated bounds.

### 6 Conclusion and Future Work

We presented a randomized algorithm to decide planar subgraph isomorphism in \( O(n \log n) \) work and \( O(\log^2 n) \) depth for constant size patterns. We used this result for deciding planar vertex connectivity in the same parallel bounds.

There are many interesting avenues for future work. Although we could use our subgraph listing algorithm to count the number of occurrences, this is not work-efficient as the runtime grows with the number of occurrences. The difficulty comes from the randomized way in which we cluster the graph to construct a \( k \)-d cover. A deterministic parallel \( k \)-d cover would solve this issue and yield a deterministic algorithm overall.

Reducing the work dependency on the size of the pattern \( k \) could be an essential step in improving the practicality of the approach. There are indications that \( 2^{O(k/\log k)} \) is a lower bound for the dependency on \( k \) for any planar subgraph isomorphism algorithm with polynomial dependency in \( n \) [22], but there remains room for improvement regarding the exponential dependency on \( k \). Moreover,
faster parallel algorithms for tree decomposition would directly improve our bounds for apex-minor-free graphs.

For planar vertex connectivity, we reduced the gap between the work of our algorithm and the best sequential algorithm to $O(\log n)$. It is natural to ask if it is possible to solve planar vertex connectivity in $O(n)$ work and poly-logarithmic depth. More generally, in light of the recently announced sequential near-linear time vertex connectivity algorithm for sparse graphs [43], it might be interesting to see if we can solve vertex connectivity in sparse graphs in near-linear work and low depth.
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We prove Lemma 3.2 using expression tree evaluation techniques.

The layer number of a leaf is given recursively:

\[ l \]

when the parent is part of the same path as the child that obtains 0 (between 1 and k) the function \( h(a_1, \ldots, a_{k-1}, x, a_{k+1}, \ldots, a_{k-1}) : \mathcal{D} \rightarrow \mathcal{D} \) (a unary function of \( x \)) is in the family \( \mathcal{F} \).

**Lemma A.1.** If there is a family of \( O(1) \)-computable functions that is closed under composition and closed under projection with respect to the operations in an expression tree of \( n \) nodes, then evaluating the expression tree takes \( O(n) \) work and \( O(\log n) \) depth [47].

The intuition is that the expression tree evaluation repeatedly contracts the expression tree. For this procedure to be well-defined, the algorithm needs to express partially evaluated subtrees using these unary functions. Next, we exhibit such a suitable family of unary functions for the function \( L \) that maps the layer number of the children to the layer number of the parent.

We define a set of unary functions over the domain of natural numbers, where for each natural number \( i \), there are two functions: a function \( f_i^x(x) \) and a function \( g_i^x(x) \). Intuitively, the functions \( f_i^x(x) \) record a state where the maximum (so far) is unique and equal to \( i \). The functions \( g_i^x(x) \) record the state where the maximum is not unique and equal to \( i \). Formally, we set:

\[ f_i^x(x) = \begin{cases} i + 1 & \text{if } x = i, \\ \max(i, x) & \text{otherwise.} \end{cases} \]

\[ g_i^x(x) = \begin{cases} i + 1 & \text{if } i \geq x, \\ x & \text{if } i < x. \end{cases} \]

We check that the function class is closed under composition. For any natural numbers \( i \) and \( j \), the following holds:

\[ g_j^x(f_i^x(x)) = g_j^x(f_i(x)) = \begin{cases} g_j^x(x) & \text{if } i = j, \\ f_i^x(x) & \text{if } i > j, \\ g_j^x(x) & \text{if } j > i. \end{cases} \]

\[ f_i^x(g_j^x(x)) = \begin{cases} f_i^x(x) & \text{if } i = j, \\ g_j^x(x) & \text{otherwise.} \end{cases} \]

To check that the function class is closed under projection with respect to \( L \), consider a sequence of layer values \( \mathcal{L} = l_1, \ldots, l_{k-1} \). Let \( l_{\max} \) be the maximum of \( \mathcal{L} \). For any valid index \( i \) we have that:

\[ L(l_1, \ldots, l_{i-1}, x, l_{i+1}, \ldots, l_{k-1}) = \begin{cases} f_i^{l_{\max}}(x) & \text{if } l_{\max} \text{ is unique in } \mathcal{L}, \\ g_i^{l_{\max}}(x) & \text{otherwise.} \end{cases} \]