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ABSTRACT
In this paper, we present PolarStar, a novel family of diameter-

3 network topologies derived from the star product of two low-

diameter factor graphs. The proposed PolarStar construction gives

the largest known diameter-3 network topologies for almost all

radixes. When compared to state-of-the-art diameter-3 networks,

PolarStar achieves 31% geometric mean increase in scale over

Bundlefly, 91% over Dragonfly, and 690% over 3-D HyperX.

PolarStar has many other desirable properties including a modu-

lar layout, large bisection, high resilience to link failures and a large

number of feasible sizes for every radix. Our evaluation shows that

it exhibits comparable or better performance than other diameter-3

networks under various traffic patterns.

1 INTRODUCTION
1.1 Motivation
The growth of datacenters and supercomputers is driving the need

for extremely large-scale systems, requiring tens or hundreds of

thousands of processing nodes. For example, Frontier, the most

powerful system in the Top 500 list [35], has 9, 408 CPUs and

37, 632 GPUs [9], and the second-ranked supercomputer, Fugaku,

has 158, 976 processing nodes [14]. These systems were once the

exclusive capability of scientific research and national labs, but are

now the norm in commercial and industrial data centers, fueled by

social media and large-scale simulation of industrial, financial and

entertainment processes.

High performance networks are the backbone of these systems,

and a switch may be considered to be a network building block.

Given the number of links on a switch, the question is: what is the

largest system that can be built having the smallest diameter? The

size of the system is clearly important, as that determines the peak
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compute performance, and the diameter is also important, as it

affects communication latency and injection bandwidth per switch.

Low-diameter networks, i.e. diameter-2 [22] and diameter-3 [24]

topologies, are of great interest, providing low-latency and cost-

effective high-bandwidth communication infrastructure. Each packet

consumes bandwidth on only a few links, limiting negative effects

of tail latency and improving overall system performance [13].

The emergence of high-radix optical IO modules with high shore-

line density has increased interest in scalable low-diameter net-
works [12, 23, 31, 38]. Co-packaging of such modules with compute

nodes on the same chip greatly enhances the bandwidth available

per node. Low-diameter networks are then required to efficiently

utilize bandwidth on co-packaged chips. Since each router is inte-

grated with a compute node, scalability of a co-packaged system is

identified with the order of the graph defining the network topology.

1.2 Current Approaches and Limitations
The formal problem of designing a network 𝐺 with the largest

order (number of nodes) for a given diameter 𝐷 and router degree

𝑑 is captured by the degree-diameter problem from [32]. The order

of 𝐺 is bounded above by the Moore bound [19]. Networks with

good Moore-bound efficiency (proximity to Moore bound) are not

only highly scalable, but also cost-effective and power-efficient as

they can realize a system of given size with relatively lower radix

switches and fewer cables. Unfortunately, the largest known graphs

for 𝐷 > 2 and 𝑑 > 2 are much smaller in size than the Moore bound.

Some diameter-2 networks such as Polarfly [25] and Slimfly [7]

do come close to the Moore bound. However, the scale of these

networks is limited by the small diameter-2 Moore bound (𝑑2 +1 for
radix 𝑑). Thus, diameter-2 networks are not suitable for massive-

scale datacenters and HPC systems with current or foreseeable

technology, because they can only span a few thousands of nodes.

On the other hand, diameter-3 networks have a high enough

Moore bound to address scalability requirements (𝑑3 − 𝑑2 + 𝑑 + 1

for radix 𝑑). Dragonfly [24] and HyperX [2] are popular diameter-3

topologies deployed in large systems [9, 26, 27]. However, these par-

ticular topologies exhibit poor Moore-bound efficiency, as shown in
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Figure1, which drives up the network cost and power consumption.
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Figure 1: Scalability of direct diameter-3 topologies with respect to theMoore
bound. For Bundlefly and PolarStar, the largest construction for each radix
is shown. StarMax denotes an upper bound on the largest graphs theoreti-
cally achievable with star product – the mathematical construct used in state-
of-the-art Bundlefly and PolarStar networks. Asymptotic Moore-bound effi-
ciency is 16% for Dragonfly and less than 5% for 3-D HyperX. For Spectralfly,
which is not a fixed diameter topology, we only compare design points with
diameter ≤ 3 and largest scale for a given radix (if it exists).

Recently, Lei et al. introduced Bundlefly [29], a diameter-3 net-

work based on a star product of two graphs. Bundlefly has amodular

design with support for bundling inter-module links into multi-core

fibres. This reduces cabling complexity and cost. However, Bundle-

fly does not exist for several radixes in the range [8, 128], and its

Moore-bound efficiency varies significantly, as shown in Figure 1.

The mathematical problem of establishing the largest diameter-3

graphs is an open problem. There is a big gap between the best-

known diameter-3 graphs and the Moore bound for diameter 3 [32].

In this paper, we extend the orders of the largest known diameter-3

graphs and design a network based on these.

1.3 Contributions
We propose a new family of network topologies called PolarStar

that extends PolarFly [25] to large diameter-3 networks using a

mathematical construct called the star product.

Degree Best known
Order in [32]

Moore-bound
Efficiency

PolarStar
Order

Moore-bound
Efficiency

18 1, 620 29.3% 1, 830 33.3%
19 1, 638 25.1% 2, 128 32.6%
20 1, 958 25.7% 2, 394 31.4%

Table 1: For radixes 18-20, PolarStar surpasses the previously largest known
diameter-3 graphs listed on Combinatorics Wiki degree-diameter table [32].

• A novel graph construction is presented here for the first

time, giving the largest known graphs of diameter-3 for de-
grees 18−20 as per the CombinatoricsWiki leaderboard [32] (Ta-

ble 1), superseding former records for the first time since

2010 on this open problem in an active field of mathemat-

ics. (The Wiki shows graphs only up to degree 20, so this

construction likely gives "best" graphs at higher degrees as

well).

• PolarStar is derived from these graphs, providing the largest
known direct networks of diameter-3 for almost all radixes.

It achieves 31%, 91% and 672% geometric mean increase in

scale over Bundlefly, Dragonfly and HyperX, respectively.

• We show that PolarStar reaches near-optimal scalability for

diameter-3 star product graphs and further optimizations on

star product are unlikely to provide notable benefits.

• Two alternative star product constructions supporting dif-

ferent networking requirements are discussed in detail. We

also list other constructions with their respective desirable

properties.

• PolarStar extends several networking benefits of PolarFly

including a modular layout amenable to bundling of links

into multi-core fibers, and a large bisection cut.

• PolarStar has a large design space: it exists for every radix

in [8, 128] and has multiple configurations for each radix.

2 BACKGROUND
2.1 Network Model
An interconnection network can be modeled as an undirected graph

𝐺 (𝑉 , 𝐸): 𝑉 (𝐺) is the set of switching nodes, or vertices, |𝑉 (𝐺) | is
the order of 𝐺 , and 𝐸 is the set of links, or edges. In co-packaged

networks, each node functions as both a router and a compute

endpoint. Each node has 𝑑 links to other nodes where 𝑑 is the

network radix, or degree. The maximum length of shortest paths

between any node pair is the diameter 𝐷 . In this paper, we consider

networks of diameter 3.

2.2 Moore Bound and Low-Diameter Networks
The Moore bound [19] is an upper bound on the number of nodes

𝑁 that a network with degree 𝑑 and diameter 𝐷 may have. This

bound is given by

𝑁 ≤ 1 + 𝑑 ·
𝐷−1∑︁
𝑖=0

(𝑑 − 1)𝑖

For diameter-3 networks, the Moore bound is 𝑁 ≤ 𝑑3 − 𝑑2 + 𝑑 + 1.

The only graphs with 𝐷 ≥ 2 and 𝑑 ≥ 2 that actually meet the

Moore bound are the cycles, the Hoffman-Singleton graph, the

Petersen graph [5, 11, 19] and a hypothetical diameter-2 degree-57

graph [10]. These graphs are not suited for large-scale network

design: the degree-2 cycles with low diameter are very small, and

the others have only one design point each.

Few graphs even come close to the Moore bound. The latest

leaderboard of degree-diameter problem from [32] shows that the

best known diameter-3 graphs, with the most relevant degrees,

reach only 25−30% of the Moore bound. The PolarStar construction

proposed here is larger than the best graphs for degrees 18 − 20,

the highest degrees in the leaderboard, as shown in Table 1.

2.3 Network Properties
Throughout the paper, we discuss desirable properties of network

topologies and evaluate various networks on their basis. We analyze

Slimfly [7], PolarFly [25], Dragonfly [24], HyperX [2], MegaFly [16,

37], SpectralFly [40] and widely used three stage Fat-trees. A sum-

mary of the evaluation is given in Table 2. Only PolarStar fully
2



supports all desired properties, while simultaneously achieving

highest Moore-bound efficiency for diameter-3 networks.

Topology Direct Scalability Stable Design-space 𝐷 ≤ 3 Bundlability

Fat tree é é  é
PolarFly  é  
Slimfly  é  
HyperX    
Dragonfly     é
Bundlefly    
Megafly é    é
Spectralfly     é

PolarStar    

Table 2: Feasibility. “”: full support, “”: partial support, “é”: no support,
𝐷 : Network Diameter

Directness: Every switch in a direct network is attached to one

or more endpoints. In contrast, indirect networks also have some

switching nodes that are not attached to any endpoint. If co-packaged

modules are used, indirect networks such as Fat tree and MegaFly

require fabricating two types of chips, which increases their cost.

Further, a switch-only chip in these topologies requires twice the

number of ports than a co-packaged chip with an endpoint.

Scalability: A network’s scale depends on its diameter and Moore-

bound efficiency (proximity to Moore bound for the given degree

and diameter). Diameter-2 networks such as PolarFly [25] asymp-

totically approach the Moore bound but are limited in scale as

the bound itself is small. Three-stage Fat-trees scale similarly to

diameter-2 networks. Diameter-3 networks can scale to hundreds of

thousands of nodes with currently available switches. However, Hy-

perX and diameter-3 SpectralFly have poor Moore-bound efficiency,

resulting in higher cost, compared to a more efficient topology such

as the PolarStar presented in this paper.

Stable Design-Space: A desirable topology will provide feasible

configurations for all radixes, and should scale smoothly with

the radix. This allows network construction with a wide range

of switches. However, the diameter-2 Slimfly [7] topology has few

feasible radixes and Bundlefly’s [29] Moore bound efficiency fluc-

tuates significantly with the radix. Although SpectralFly may be

constructed for any radix 𝑝 + 1 with 𝑝 an odd prime, SpectralFly of

diameter-3 exists for very few radixes, as shown in Figure 1.

Low-diameter: Low-latency remote accesses are a necessity for

performance scalability in Global Address Space (GAS) program-

ming models. Networks with small diameter provide the desired

communication latency and can sustain high ingestion bandwidth

per switch. Diameter = 3 is preferred as it can provide both perfor-

mance and scalability at low cost.

Bundlability: It is the property of a network that allows bundling

of multiple (global) links into fewer multi-core fibers (MCFs, [3, 29]).

Bundlable networks such as PolarFly, Bundlefly and PolarStar have

multiple links between adjacent modules (logical groups of nodes)

that can be packed together in an MCF. This significantly reduces

cabling cost and complexity in large networks. However, Dragon-

fly and Megafly are not amenable to bundling because each pair

of node groups in these topologies is connected by a single link.

While multiple links can be used to connect a pair of groups, it

significantly reduces the scalability of these topologies.

3 APPROACH
We use a graph theoretical formulation called star product to con-

struct the scalable PolarStar topology (see Section 4). The inputs

to star product are two factor graphs, and the output is a larger

graph whose order is the product of the order of factors. By using

the Erdős-Rényi polarity graphs with a novel construction as the

factor graphs, we design a new family of diameter-3 networks larger
than any previously designed, reaching ≈ 30% of the Moore bound.

This is quite good: PolarStar is 31% geometric mean larger than

state-of-the-art Bundlefly [29] for radixes in [8, 128].
Bermond, Delorme and Farhi defined the star product𝐺 ∗𝐺 ′

[6],

over two graphs, which we call the structure graph 𝐺 and the su-
pernode 𝐺 ′

, and also gave properties on 𝐺 and 𝐺 ′
that give a star

product with minimal or no increase in the diameter over that of𝐺 .

We give new properties related to, but distinct from those in [6],

and show that results on diameter from [6] also apply to graphs

having our new properties. By careful choice of 𝐺 and 𝐺 ′
, we

construct a star product graph of the desired diameter 3. To get the

largest possible network, we then maximize the sizes of 𝐺 and 𝐺 ′
.

The Erdős-Rényi (ER) family of polarity graphs, introduced by

Erdős and Rényi [15] and independently by Brown [8], has the

property required for𝐺 , so we use this for a structure graph. To our

knowledge, this family of graphs is larger than any other known

family of diameter-2 graphs, and hence is the best𝐺 candidate that

applies to a range of degrees.

In particular, since this family of graphs asymptotically approaches

the Moore bound, any improvement to the choice for 𝐺 would be

small for the radixes of interest. As seen in PolarFly [25], ER graphs

also exhibit a modular layout, high bisection bandwidth and other

desirable networking properties.

For the supernode 𝐺 ′
, the required properties impose an upper

bound on the order of 𝐺 ′
. We construct a new candidate graph for

𝐺 ′
, called Inductive-Quad, and use that as our supernode. Inductive-

Quad attains the upper bound on order, so is a better 𝐺 ′
candidate

than any existing construction, none of which meet the bound.

We also discuss other choices for the supernode 𝐺 ′
, including

Paley graphs and complete graphs. While the star products with

these choices of 𝐺 ′
do not achieve the same scale as those using

Inductive-Quad, they provide flexibility.

4 CONSTRUCTION OF THE STAR PRODUCT
4.1 The Star Product Graph 𝐺 ∗𝐺 ′

Let 𝐺 and 𝐺 ′
be two graphs, and let each edge of 𝐺 be ordered

in some arbitrary way. For each ordered edge (𝑥,𝑦) in 𝐺 , define a
bijection 𝑓(𝑥,𝑦) on the vertices of 𝐺 ′

.

The star product 𝐺∗ = 𝐺 ∗𝐺 ′
is defined as follows [6]:

• The vertex set of 𝐺∗ is the Cartesian product of 𝐺 and 𝐺 ′
:

𝑉 (𝐺∗) = 𝑉 (𝐺) ×𝑉 (𝐺 ′) = {(𝑥, 𝑥 ′) | 𝑥 ∈ 𝐺, 𝑥 ′ ∈ 𝐺 ′}.
• An edge 𝑒 = ((𝑥, 𝑥 ′), (𝑦,𝑦′)) exists between vertices (𝑥, 𝑥 ′)
and (𝑦,𝑦′) if and only if either

(1) 𝑥 = 𝑦 and (𝑥 ′, 𝑦′) ∈ 𝐸 (𝐺 ′), or
3



(2) (𝑥,𝑦) ∈ 𝐸 (𝐺) and 𝑦′ = 𝑓(𝑥,𝑦) (𝑥 ′).
The construction of an example star product of an Erdős-Rényi

polarity graph𝐺 (see Section 6.1) and a Paley graph𝐺 ′
(see Section

6.2.2) is shown in Figure2.

Condition (1) on the edges inserts copies of 𝐺 ′
in place of indi-

vidual nodes of 𝐺 . We call these nodes supernodes. A pair of these

are illustrated in Figure 2c. Condition (2) joins these supernodes to

each other, where each edge (𝑥,𝑦) ∈ 𝐺 is replaced by a set of edges

between all vertices in the supernodes 𝑥 and 𝑦, as defined by 𝑓(𝑥,𝑦) .
Sample connectivity for this example is shown in Figure2c.

(a) The structure graph𝐺 : 𝐸𝑅3. (b)𝐺 ∗𝐺′: 𝐸𝑅3 ∗ 𝑃𝑎𝑙𝑒𝑦 (5) .

(c) The supernode𝐺′: Paley(5). We show here a non-self-loop supern-
ode (in green), the connections between two non-loop supernodes (in
green), based on the bijections defined in Section 6.2.2.

Figure 2: Construction of the star product 𝐸𝑅3 ∗𝑃𝑎𝑙𝑒𝑦 (5) in 2b. The star prod-
uct takes the form of the structure graph shown in 2a with each node in 2a
replaced by a supernode joined together as in 2c. The degree of the star prod-
uct is the sum of the degrees of the structure graph and the supernode. The
self-loop supernode (in red) has additional edges due to the structure graph
self-loop, and degree 1 more than the other supernodes, but this does not
change the overall degree, as self-loop nodes in the structure graph 𝐸𝑅𝑞 have
degree one less than non-self-loop nodes, as is seen in 2a.

These connections follow the structure of 𝐺 , as shown in Fig-

ure 2a and Figure 2b. We call 𝐺 the structure graph. If there are

no self-loops in 𝐺 , all supernodes are just instances of the graph

𝐺 ′
. However, if there are self-loops in 𝐺 , the supernodes repre-

senting the nodes with self-loops will be instances of the graph

𝐺 ′
augmented with additional edges. This can be seen in the red

supernodes in Figure 2b that correspond to self-adjacent nodes in

𝐸𝑅3, and have an extra edge due to the self-loop.

4.2 Properties of the Star Product
The star product 𝐺∗ = 𝐺 ∗𝐺 ′

has the following properties:

(1) The number of vertices is |𝑉 (𝐺∗) | = |𝑉 (𝐺) | |𝑉 (𝐺 ′) |.
(2) If the maximum degrees in 𝐺 and 𝐺 ′

are 𝑑 and 𝑑 ′, respec-
tively, the maximum degree of 𝐺∗ is given by 𝑑∗ ≤ 𝑑 + 𝑑 ′.

(3) If the diameters of𝐺 and𝐺 ′
are 𝐷 and 𝐷 ′

, respectively, then

the diameter of 𝐺∗ is given by 𝐷∗ ≤ 𝐷 + 𝐷 ′
.

Thus, the star product may be used to construct a large diameter-

constrained graph from two smaller graphs.

5 LOW-DIAMETER STAR PRODUCTS
The properties listed in Section 4.2 give an upper bound on degrees

and diameters of star product constructions. In this section, we

show properties on factor graphs that produce a star product of

large size and diameter at most 3.

In [6], a set of properties 𝑃 and 𝑃∗ on graphs 𝐺 and 𝐺 ′
was

given that guarantees star products 𝐺 ∗𝐺 ′
of large size and small

diameter. These graph properties are connected to the bijections

𝑓 : 𝑉 (𝐺 ′) → 𝑉 (𝐺 ′) defined on vertices of 𝐺 ′
.

We present a novel and different set of properties 𝑅 and 𝑅∗ that
also enable low-diameter star product graphs. These properties

are similar in spirit to those in [6], but are not the same, and are

similarly intertwined with the bijections 𝑓 defined on 𝑉 (𝐺 ′).
Our properties also permit the construction of a 𝐺 ′

larger that

those found in [6], for a given degree. In fact, we develop a novel

construction that meets the upper bound on graphs having the

property 𝑅∗. For simplicity of notation, for a function 𝑓 defined on

vertices 𝑉 , we use 𝑓 (𝐸) to denote the edges obtained by applying

𝑓 to both vertices of each edge in 𝐸.

5.1 Properties for Low-Diameter Star Products
The first property applies to the structure graph 𝐺 .

Property R. A graph𝐺 of diameter𝐷 has Property R if any vertex
pair 𝑥,𝑦 ∈ 𝑉 (𝐺) can be joined by a path of length 𝐷 .

Note that in the definition of Property R, self-loops (if they exist

in 𝐺) are permissible as part of the length-𝐷 path.

Corollary 5.1. In a graph 𝐺 having Property R, there exists a
path of length 𝐷 + 1 between any pair of vertices 𝑥,𝑦 ∈ 𝑉 (𝐺).

Proof. Consider any neighbor 𝑧 of𝑦. By Property R, there exists

a path 𝑝𝐷 of length 𝐷 from 𝑥 to 𝑧. Appending edge (𝑧,𝑦) to 𝑝𝐷
gives a path of length 𝐷 + 1 between 𝑥 and 𝑦. □

Corollary 5.1 highlights the path diversity in𝐺 . We will later see

that this diversity enables reachability between all vertex pairs in

the star product within 𝐷 + 1 hops.

The next properties, R
∗
and R1, apply to the supernode 𝐺 ′

.

Property R
∗
. A graph 𝐺 ′ satisfies Property R∗ if there is a bijec-

tion 𝑓 , with 𝑓 2 being the identity on 𝐺 ′ (i.e., 𝑓 is an involution), so
that the set of edges

𝐸 (𝐺 ′) ∪ 𝑓 (𝐸 (𝐺 ′)) ∪ {(𝑥 ′, 𝑓 (𝑥 ′)) | 𝑥 ′ ∈ 𝑉 (𝐺 ′)}

is the entire set of edges in the complete graph on 𝑉 (𝐺 ′).

Corollary 5.2. A graph𝐺 ′ satisfies Property R∗ if and only if for
any 𝑥 ′ ∈ 𝑉 (𝐺 ′),

𝑉 (𝐺 ′) = {𝑥 ′} ∪ {𝑓 (𝑥 ′)} ∪ 𝑓 (𝑁 (𝑥 ′)) ∪ 𝑁 (𝑓 (𝑥 ′))
= {𝑓 (𝑥 ′)} ∪ {𝑥 ′} ∪ 𝑓 (𝑁 (𝑓 (𝑥 ′))) ∪ 𝑁 (𝑥 ′) .

Proof. We prove that a graph 𝐺 ′
has Property R

∗
only if its

vertex set 𝑉 (𝐺 ′) satisfies the equation given in this corollary. The

other direction can be proven similarly.

Consider the graphwith edges𝐸 (𝐺 ′)∪𝑓 (𝐸 (𝐺 ′))∪{(𝑥 ′, 𝑓 (𝑥 ′)) |𝑥 ′ ∈
𝑉 (𝐺 ′)}. The neighbors of a vertex 𝑥 ′ in this graph are given by

4



{𝑓 (𝑥 ′)} ∪ 𝑁 (𝑥 ′) ∪ 𝑓 (𝑁 (𝑓 (𝑥 ′)). By Property R
∗
, this is a complete

graph on 𝑉 (𝐺 ′). Hence,
𝑉 (𝐺 ′) = {𝑥 ′, 𝑓 (𝑥 ′)} ∪ 𝑁 (𝑥 ′) ∪ 𝑓 (𝑁 (𝑓 (𝑥 ′))

For each 𝑥 ′ ∈ 𝑉 (𝐺 ′), 𝑓 (𝑥 ′) is also in𝑉 (𝐺 ′). Since 𝑓 is an involution
on 𝑉 (𝐺 ′), by substituting 𝑦′ = 𝑓 (𝑥 ′) in the above, we get that for

all 𝑦′ ∈ 𝑉 (𝐺 ′),
𝑉 (𝐺 ′) = {𝑦′, 𝑓 (𝑦′)} ∪ 𝑁 (𝑓 −1 (𝑦′)) ∪ 𝑓 (𝑁 (𝑦′))

=⇒ 𝑉 (𝐺 ′) = {𝑦′, 𝑓 (𝑦′)} ∪ 𝑁 (𝑓 (𝑦′)) ∪ 𝑓 (𝑁 (𝑦′))
(1)

Clearly, the edges 𝐸 (𝐺 ′) ∪ 𝑓 (𝐸 (𝐺 ′)) ∪ {(𝑥 ′, 𝑓 (𝑥 ′)) |𝑥 ′ ∈ 𝑉 (𝐺 ′)}
give a complete graph over 𝑉 (𝐺 ′) only if 𝑉 (𝐺 ′) = {𝑥 ′, 𝑓 (𝑥 ′)} ∪
𝑓 (𝑁 (𝑥 ′)) ∪ 𝑁 (𝑓 (𝑥 ′), for all vertices 𝑥 ′.

The second equality is derived from the first by substituting

𝑓 (𝑥 ′) for 𝑥 ′. □

Intuitively, Property R
∗
and Corollary 5.2 illustrate the ways

of covering vertices in the supernode 𝐺 ′
. Starting from any 𝑥 ′ ∈

𝑉 (𝐺 ′), all vertices are reached by hopping to (a) neighbors of 𝑥 ′

and then their images by 𝑓 , or (b) 𝑓 (𝑥 ′) and the neighbors of 𝑓 (𝑥 ′).
The following property R1 is the same as Property 𝑃𝑖 in [6], but

is stated here for the special case 𝑖 = 1 which is all that is needed

for diameter 3 star product graphs.

Property R1. [6] A graph𝐺 ′ has Property R1 if there is a bijection
𝑓 , with 𝑓 2 an automorphism of 𝐺 ′, so that the set of edges

𝐸 (𝐺 ′) ∪ 𝑓 (𝐸 (𝐺 ′))
is the entire set of edges in the complete graph on 𝑉 (𝐺 ′).

5.2 Constructing Diameter-3 Graphs with the 𝑅
Properties

In this section, we show that if the structure graph 𝐺 has diameter

2, the star product 𝐺 ∗𝐺 ′
has diameter at most 3:

• If the structure graph 𝐺 has Property R and the supernode

𝐺 ′
has Property R

∗
(Theorem 5.3), or

• If the supernode 𝐺 ′
has Property R1 (Theorem 5.4).

Theorem 5.3. Let𝐺 and𝐺 ′ be graphs that satisfy Property R and
R∗, respectively. If diameter of𝐺 is 𝐷 , the star product𝐺∗ = 𝐺 ∗𝐺 ′ is
a graph with diameter at most 𝐷 + 1.

Proof. Consider any arbitrary vertices (𝑥, 𝑥 ′), (𝑦,𝑦′) ∈ 𝑉 (𝐺∗).
By Property R, there is a path of length 𝐷 connecting 𝑥 and 𝑦 in 𝐺 ,

given by 𝑝𝐷 = (𝑥, ..., 𝑧,𝑦). Clearly, 𝑧 is at distance 𝐷 − 1 from 𝑥 in

𝐺 , and

(
𝑧, 𝑧′ = 𝑓 𝐷−1 (𝑥 ′)

)
is at a distance 𝐷 − 1 from (𝑥, 𝑥 ′) in 𝐺∗.

By Corollary 5.2,

𝑦′ ∈ {𝑧′} ∪ {𝑓 (𝑧′)} ∪ 𝑓 (𝑁 (𝑧′)) ∪ 𝑁 (𝑓 (𝑧′)) .
We proceed by cases. Case 1) is illustrated in Figure 3b, and Case

2) in Figures 3c and 3d, for 𝐷 = 2 and 𝑧′ = 𝑓 (𝑥 ′).
(1) 𝑦′ = 𝑧′ = 𝑓 𝐷−1 (𝑥 ′) – Since 𝑓 is an involution, 𝑦′ = 𝑓 2 (𝑦′) =
𝑓 𝐷+1 (𝑥 ′). By Corollary 5.1, there is a 𝐷 + 1 length path between

𝑥 and 𝑦 in 𝐺 , so there is a 𝐷 + 1 length path between (𝑥, 𝑥 ′) and
(𝑦, 𝑓 𝐷+1 (𝑥 ′)) in 𝐺∗.

(2) 𝑦′ ∈ {𝑓 (𝑧′)}∪ 𝑓 (𝑁 (𝑧′))∪𝑁 (𝑓 (𝑧′)) – Vertices in (𝑧, 𝑁 (𝑧′)) and
(𝑦, 𝑓 (𝑧′)) are adjacent to (𝑧, 𝑧′), so vertices in (𝑦, 𝑁 (𝑓 (𝑧′))) and

(𝑦, 𝑓 (𝑁 (𝑧′))) are 2 hops away from (𝑧, 𝑧′). So (𝑦,𝑦′) is at distance
at most 2 from (𝑧, 𝑧′) and 𝐷 + 1 from (𝑥, 𝑥 ′). □

The proof for Theorem 5.3 also highlights the 3−hop paths between
vertex pairs in the star product, as shown in Figure 3.

We restate the below theorem from [6] for the property 𝑅1. The

proof is the same as that found in [6].

Theorem 5.4. [6] Let 𝐺 be a graph of diameter 𝐷 ≥ 2, and let 𝐺 ′

have property R1. Define 𝑓(𝑥,𝑦) (𝑥 ′) = 𝑓 (𝑥 ′) for every arc (𝑥,𝑦) of an
arbitrary orientation of the edges of 𝐺 . Then 𝐺 ∗𝐺 ′ has diameter at
most 𝐷 + 1.

6 GOOD FACTOR GRAPHS
We choose structure graphs 𝐺 and supernodes 𝐺 ′

so that the star

product 𝐺 ∗𝐺 ′
has the largest possible order for its degree.

• A structure graph𝐺 having Property R and diameter 2 has

a number of vertices limited in theory only by the Moore

bound for its degree. For the structure graphs𝐺 in this paper,

we use the Erdős-Rényi polarity graphs, as they asymptoti-

cally approach the Moore bound quite rapidly.

• On the other hand, a supernode𝐺 ′
of degree𝑑 ′ having either

Property R
∗
or R1 has order ≤ 2𝑑 ′ + 2. (Properties in [6]

give the same bound.) We present here a new construction,

Inductive-Quad, that is the first to our knowledge to attain

this bound.

Thus, we asymptotically reach the maximum order for star product

𝐺 ∗𝐺 ′
. We also discuss other supernodes𝐺 ′

with desirable features.

6.1 The Erdős-Rényi Structure Graph 𝐺

The Erdős-Rényi (ER) or Brown family of polarity graphs [8, 15] is

based on finite projective geometry, where adjacency is defined by

orthogonality. These graphs were used for the PolarFly network,

due to their many advantages [25].

An ER graph may be generated for any degree 𝑞 + 1, where 𝑞 is

a prime power. The order of such an ER graph is 𝑞2 + 𝑞 + 1. Thus,

ER graphs asymptotically reach the Moore bound for diameter-2

graphs and are larger than other known diameter-2 graphs for

almost all degrees, as shown in Figure 4. Thus, the ER graph family

is a good candidate for the structure graph.

The vertices of 𝐸𝑅𝑞 are vectors (𝑥,𝑦, 𝑧), with 𝑥,𝑦, 𝑧 ∈ F𝑞 , the fi-
nite field of order𝑞. Vertices 𝑣 and𝑤 are adjacent if their dot product

𝑣 ·𝑤 = 0, with addition and multiplication as in F𝑞 . Since adjacency
is defined by orthogonality of two vectors, all multiples of any two

vectors retain the same adjacency relationship. Thus, we move into

projective space and consider only the left-normalized form of each

vector (so the leftmost non-zero entry of each vector is 1). The ER

graph has these left-normalized vectors as the vertices and edges

between all orthogonal vector pairs. Note that the arithmetic over

finite field F𝑞 is used to compute orthogonality. See [33] for details

of the arithmetic over F𝑞 and [25] for ER graph construction.

𝐸𝑅𝑞 is a diameter-2 graph. This may intuitively be seen by con-

sidering perpendicularity in Euclidean space. Each pair of distinct

vectors 𝑣0 and 𝑣1 is orthogonal to a common𝑤 = 𝑣0 × 𝑣1, the cross

product of 𝑣0 and 𝑣1. The 2-hop path from 𝑣0 to 𝑣1 is then given by

(𝑣0,𝑤, 𝑣1). The intuition is similar in the case of finite geometry.
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𝑥

𝑎

𝑏

𝑦

𝑧

𝑥′ 𝑓(𝑥′)

𝑛1 𝑓 𝑛1

𝑓(𝑛3)𝑛3

𝑛2 𝑓 𝑛2

Inductive-Quad
Supernode 𝑮′

Paths between 𝑥
and 𝑦 in Structure 
graph 𝐺

(a) Structure graph 𝐺 (on top) with
Property R. In 𝐺 , only the length-2 and
3 paths between 𝑥 and 𝑦 are shown.
Supernode𝐺′ on bottom.

𝑥′𝑥

𝑓(𝑥′)𝑎

𝑏 𝑥′

𝑥′ 𝑓(𝑥′)

𝑛1

𝑛3

𝑛2

𝑦

(b) Path between (𝑥, 𝑥 ′) and
(𝑦, 𝑓 (𝑥 ′)) , passing through supern-
odes corresponding to 𝑎 and 𝑏 in
the structure graph.

𝑓(𝑥′) 𝑧

𝑥′

𝑛1

𝑛3

𝑛2

𝑦

𝑥′𝑥

(c) Paths between (𝑥, 𝑥 ′) and all
vertices (𝑦, {𝑥 ′ } ∪ 𝑁 (𝑥 ′)) , passing
through the supernode correspond-
ing to 𝑧 in the structure graph.

𝑓(𝑥′)

𝑛1

𝑛3

𝑛2

𝑧

𝑥′ 𝑓(𝑥′)

𝑛1 𝑓(𝑛1)

𝑓(𝑛3)𝑛3

𝑛2 𝑓 𝑛2

𝑦

𝑥′𝑥

(d) Paths between (𝑥, 𝑥 ′) and all
vertices (𝑦, 𝑓 (𝑁 (𝑓 (𝑥 ′))) , passing
through the supernode correspond-
ing to 𝑧 in the structure graph.

Figure 3: A graphical illustration of the diameter-3 property of the star product on factor graphs 𝐺 and 𝐺′ with Properties R and R∗. As an example, we use an
arbitrary diameter-2 graph𝐺 having Property R as the structure graph, and the Inductive-Quad𝐺′ from Section 6.2.1, which has Property R∗, as the supernode.
From Property R, there exists a 2-hop and a 3-hop path between any vertices in 𝐺 . These paths for two vertices 𝑥 and 𝑦 are shown in Figure 3a – (𝑥, 𝑧, 𝑦) and
(𝑥, 𝑎,𝑏, 𝑐) . Figures 3b, 3c, and 3d show 3-hop paths in the star product𝐺 ∗𝐺′, from an arbitrary vertex (𝑥, 𝑥 ′) in supernode 𝑥 to all vertices (𝑦, 𝑦′) in supernode 𝑦,
where 𝑦′ ∈ {𝑓 (𝑥 ′) } ∪ {𝑥 ′ } ∪ 𝑁 (𝑥 ′) ∪ 𝑓 (𝑁 (𝑓 (𝑥 ′)) . This set satisfies corollary 5.2 and hence, is the entire set of vertices in the supernode.

Figure 4: Moore-bound comparison for some known families of diameter-2
graphs: the 𝐸𝑅 graph, the McKay-Miller-Širáň graphs [34], the best Cayley
graphs [1], and the Paley graph. The 𝐸𝑅 graph has Property R and may be
used as a structure graph with R∗ or R1 graphs. This family asymptotically
reaches theMoore bound quickly, so a larger structure graph to be discovered
later would only marginally increase the size of the star product.

6.2 The Supernodes 𝐺 ′

For the supernode 𝐺 ′
, we construct a new family of graphs, called

Inductive-Quad. This family, where it exists, meets the upper bound

on the order of a supernode. We also explore the Paley graph as a

𝐺 ′
candidate, which is only slightly smaller, and has symmetricity,

useful in network design. We discuss here only the Inductive-Quad

and Paley graphs, as they give the largest star-products for almost

all radixes. However, other topologies may also be of interest. For

instance, complete graphs provide densely connected regions of

locality, and Cayley graphs are highly symmetric [34]. The BDF

graph is a graph family designed in [6] specifically for large star

products. We list some choices for the supernode in Table 3.

Supernodes Order Permitted 𝑑′ Symmetric 𝑹∗ 𝑹1

Inductive-Quad 2𝑑′ + 2 0 or 3 (mod 4) N Y N

Paley 2𝑑′ + 1 1 (mod 4) Y N Y

BDF [6] 2𝑑′
all N Y N

Cayley [34] 2𝑑′ + 𝛿, 𝛿 ∈ {0,±1} 2𝑑′ + 𝛿 a prime power Y N Y

Complete 𝑑′ + 1 all Y Y Y

Table 3: Comparison of parameters of degree 𝑑′ supernodes.

6.2.1 Inductive-Quad Graphs (Property R∗). Consider a graph 𝐺 ′

of maximum degree 𝑑 ′ having Property R
∗
. By Corollary 5.2, the

scale of 𝐺 ′
has upper bound |𝑉 (𝐺 ′) | ≤ 2𝑑 ′ + 2. We devise a new

construction for 𝐺 ′
that reaches this upper bound.

To get started with this construction, we introduce the following

lemma, which describes how a graph of scale 2𝑑 ′ + 2 can have

Property R
∗
.

Lemma 6.1. Let 𝐺 ′ be a graph of degree 𝑑 ′ and order |𝑉 (𝐺) | =
2𝑑 ′+2.𝐺 ′ satisfies Property R∗ iff for any pair of vertices 𝑥,𝑦 ∈ 𝑉 (𝐺 ′)
such that 𝑦 ≠ 𝑥 and 𝑦 ≠ 𝑓 (𝑥), either

(1) Condition 𝐶0 → 𝑥, 𝑓 (𝑥) ∈ 𝑁 (𝑦), or
(2) Condition 𝐶1 → 𝑥, 𝑓 (𝑥) ∈ 𝑁 (𝑓 (𝑦)), or
(3) Condition 𝐶2 → 𝑦, 𝑓 (𝑦) ∈ 𝑁 (𝑥), or
(4) Condition 𝐶3 → 𝑦, 𝑓 (𝑦) ∈ 𝑁 (𝑓 (𝑥))

For a vertex 𝑥 , let 𝑋0, 𝑋1, 𝑋2 and 𝑋3 be the sets of all the vertices 𝑦
that satisfy the conditions 𝐶0,𝐶1,𝐶2 and 𝐶3, respectively, and 𝑋𝑛 be
the vertices that satisfy neither. Clearly,

𝑉 (𝐺 ′) = {𝑥} ∪ {𝑓 (𝑥)} ∪ 𝑋0 ∪ 𝑋1 ∪ 𝑋2 ∪ 𝑋3 ∪ 𝑋𝑛

Note that 𝑋1 = 𝑓 (𝑋0), 𝑋2 = 𝑓 (𝑋2) and 𝑋3 = 𝑓 (𝑋3). Neighbors of
𝑥 and 𝑓 (𝑥) are given by 𝑁 (𝑥) = 𝑋0 ∪ 𝑋2 and 𝑁 (𝑓 (𝑥)) = 𝑋0 ∪ 𝑋3,
respectively. Consider the vertex set from Property 𝑅∗

𝑉 ∗ = {𝑥} ∪ {𝑓 (𝑥)} ∪ 𝑓 (𝑁 (𝑥)) ∪ 𝑁 (𝑓 (𝑥))
= {𝑥} ∪ {𝑓 (𝑥)} ∪ 𝑋1 ∪ 𝑋2 ∪ 𝑋0 ∪ 𝑋3

A graph satisfies 𝑅∗ if 𝑉 ∗ = 𝑉 (𝐺 ′), which is true if and only if 𝑋𝑛 is
an empty set.

Intuitively, Lemma 6.1 says that if any graph 𝐺 ′
with 2𝑑 ′ + 2

vertices satisfies R
∗
for an involution 𝑓 , then for any two distinct

vertex pairs (𝑥, 𝑓 (𝑥)), (𝑦, 𝑓 (𝑦)) ∈ 𝑉 (𝐺 ′), either both 𝑥 and 𝑓 (𝑥)
connect to a vertex in the other pair or vice-versa.

Here, the involution 𝑓 is a construction device: the vertices come

in pairs (𝑥, 𝑓 (𝑥)), and the edges are drawn to satisfy Property R
∗
,

and meet the upper bound on R
∗
graphs.
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Corollary 6.2. Consider a graph𝐺 ′ of degree𝑑 ′ and scale𝑉 (𝐺) =
2𝑑 ′ + 2. For any vertex 𝑥 ∈ 𝑉 (𝐺 ′), let 𝑋 and 𝑋𝑓 denote the set of
pairs (𝑦, 𝑓 (𝑦)) ∈ 𝑁 (𝑥) and (𝑤, 𝑓 (𝑤)) ∈ 𝑁 (𝑓 (𝑥)), respectively. If𝐺 ′

satisfies R∗, then 𝑋 and 𝑋𝑓 are disjoint sets of same cardinality.

Proof. Clearly, 𝑓 (𝑋 ) = 𝑋 . Let 𝑋 ′ = 𝑁 (𝑥) \ 𝑋 be the neighbors

of 𝑥 not in 𝑋 . Since |𝑉 (𝐺 ′) | = 2𝑑 + 2, from Lemma 6.1, 𝑋 ′
are

also neighbors of 𝑓 (𝑥). By Corollary 5.2, 𝑓 (𝑁 (𝑥)) and 𝑁 (𝑓 (𝑥))
should be disjoint sets of same cardinality 𝑑 ′. Since 𝑋 ′

are common

neighbors of both 𝑥 and 𝑓 (𝑥), this is only feasible if 𝑋 and 𝑋𝑓 are

disjoint and |𝑋 | = |𝑋𝑓 |. □

Proposition 6.3. For every non-negative integer 𝑛, there exists a
graph 𝐺 ′

𝑑′ of degree 𝑑 ′ = 4𝑛 or 𝑑 ′ = 4𝑛 + 3 that satisfies 𝑅∗ and has
2𝑑 ′ + 2 vertices.

Construction → We develop an inductive construction starting

from the graphs𝐺 ′
0
and𝐺 ′

3
shown in Figure 5a. The graph𝐺 ′

0
is sim-

ply two vertices {𝑥 ′, 𝑓 (𝑥 ′)} with no edges. It satisfies Property R
∗

as adding the edge (𝑥 ′, 𝑓 (𝑥 ′)) gives a complete graph. 𝐺 ′
3
has 8

vertices {𝑥 ′, 𝑓 (𝑥 ′), 𝑦′, 𝑓 (𝑦′), 𝑧′, 𝑓 (𝑧′),𝑤 ′, 𝑓 (𝑤 ′)}. 𝑓 (𝑦′), 𝑓 (𝑧′) and
𝑓 (𝑤 ′) are adjacent to {𝑧′, 𝑓 (𝑧′)}, {𝑤 ′, 𝑓 (𝑤 ′)} and {𝑦′, 𝑓 (𝑦′)}, re-
spectively. Both {𝑥 ′, 𝑓 (𝑥 ′)} are adjacent to 𝑦′, 𝑧′ and 𝑤 ′

. Clearly,

for any vertex 𝑣 ′ ∈ 𝑉 (𝐺 ′
3
),

𝑉 (𝐺 ′
3
) = {𝑣 ′} ∪ {𝑓 (𝑣 ′)} ∪ 𝑁 (𝑓 (𝑣 ′)) ∪ 𝑓 (𝑁 (𝑣 ′)) .

Hence, by Corollary 5.2, 𝐺 ′
3
satisfies Property R

∗
.

Now we show how to construct a graph of degree 𝑑 ′ + 4 with

Property R
∗
, from a graph of degree 𝑑 ′ (Figure 5). Assume that

we have a graph 𝐺 ′
𝑑′ of degree 𝑑

′
that satisfies R

∗
and has 2𝑑 ′ + 2

vertices. As shown in Figure 5b,𝑉 (𝐺 ′
𝑑′) can be partitioned into two

disjoint sets of 𝑑 + 1 vertices each –𝐴 and 𝑓 (𝐴). To construct𝐺 ′
𝑑′+4,

we add 8 vertices {𝑥 ′, 𝑓 (𝑥 ′), 𝑦′, 𝑓 (𝑦′), 𝑧′, 𝑓 (𝑧′),𝑤 ′, 𝑓 (𝑤 ′)} with the

subgraph 𝐺 ′
3
induced between them. Next, we add edges

(1) between {𝑥 ′, 𝑓 (𝑥 ′), 𝑧′, 𝑓 (𝑧′)} and all vertices in 𝐴, and

(2) between {𝑦′, 𝑓 (𝑦′),𝑤 ′, 𝑓 (𝑤 ′)} and all vertices in 𝑓 (𝐴).
Clearly, 𝐺 ′

𝑑′+4 has 2𝑑 ′ + 10 vertices and degree 𝑑 ′ + 4 and using

Lemma 6.1, we can easily verify that it satisfies R
∗
.

Proposition 6.4. A graph 𝐺 ′
𝑑′ of degree 𝑑 ′ that satisfies 𝑅∗ and

has 2𝑑 ′ + 2 vertices, can only exist if 𝑑 ′ = 4𝑛 or 𝑑 ′ = 4𝑛 + 3 for some
non-negative integer 𝑛.

Proof. Proposition 6.3 shows existence of such graphs for 𝑑 =

4𝑛 and 𝑑 ′ = 4𝑛 + 3. Assume that there is a graph 𝐺 ′
𝑑′ of degree

𝑑 ′ = 4𝑛 + 1 or 4𝑛 + 2 and 2𝑑 ′ + 2 vertices that satisfies R
∗
. Create a

directed graph𝐺𝐷 consisting of a unique vertex𝑋 = (𝑥 ′, 𝑓 (𝑥 ′)) for
each unordered pair {𝑥 ′, 𝑓 (𝑥 ′)} ∈ 𝑉 (𝐺 ′

𝑑′). Clearly, |𝑉 (𝐺𝐷 ) | = 𝑑 ′+1.
For any pair of vertices {𝑋,𝑌 } ∈ 𝑉 (𝐺𝐷 ), insert an oriented arc

(𝑋 → 𝑌 ) if either 𝑦′ or 𝑓 (𝑦′) is adjacent to both 𝑥 ′ and 𝑓 (𝑥 ′).
From Corollary 5.2, {𝑥 ′}, {𝑓 (𝑥 ′)}, 𝑓 (𝑁 (𝑥 ′)) and 𝑁 (𝑓 (𝑥 ′)) must

be disjoint for all 𝑥 ′ if |𝑉 (𝐺 ′
𝑑′) | = 2𝑑 ′ + 2. Hence, 𝐺𝐷 cannot have

self-loops, or bidirectional edges. From Corollary 6.2, the in-degree

of every vertex in 𝑉 (𝐺𝐷 ) should be even and hence, total number

of arcs should be even.

From Lemma 6.1, for any pair of vertices {𝑋,𝑌 } ∈ 𝑉 (𝐺𝐷 ), either
(𝑋 → 𝑌 ) or (𝑌 → 𝑋 ) arc exists. Therefore, total number of arcs

is given by

(𝑑′+1
2

)
=

𝑑′ (𝑑′+1)
2

arcs which is an odd number if 𝑑 ′ =

𝑥′ 𝑓(𝑥′)

𝑦′ 𝑓(𝑦′)

𝑓(𝑧′)𝑧′

𝑤′ 𝑓(𝑤′)

𝑮𝟑
′

𝑥′ 𝑓(𝑥′)

𝑮𝟎
′

(a) Base Inductive-Quad graphs of degree 𝑑′ = 0 and 𝑑′ = 3.

𝑥′ 𝑓(𝑥′)

𝑦′ 𝑓(𝑦′)

𝑓(𝑧′)𝑧′

𝑤′ 𝑓(𝑤′)

𝐺3
′𝐴

𝑓(𝐴)

𝐺𝑑′
′

𝑮𝒅′+𝟒
′

(b) The construction of the Inductive-Quad graph of degree 𝑑′ + 4 from Po-
larStar graphs of degrees 𝑑′ and 3.

Figure 5: Inductive construction of Inductive-Quad topology with embedded
bijection 𝑓 that satisfies Property R∗.

4𝑛 + 1 or 𝑑 ′ = 4𝑛 + 2. This is a contradiction and hence, 𝐺 ′
𝑑′ cannot

exist. □

6.2.2 Paley Graphs (Property R1). Let 𝑞 = 4𝑒 + 1 be a prime power.

The Paley graph is a well-known graph having degree 𝑑 ′ = 2𝑒 and

𝑞 = 2𝑑 ′ + 1 vertices [17]. The vertex set is the set of elements in F𝑞
and there is an edge (𝑥,𝑦) in the graph if 𝑦 − 𝑥 is a square in F𝑞 .

Bermond, Delorme, and Farhi [6] show the Paley graph satisfies

their Property 𝑃1, which is equivalent to Property R1, using the

following bijection 𝑓 : Let Z be a primitive root of F𝑞 , i.e. an element

for which the sequence Z , Z 2, Z 3, . . . covers all of F𝑞 except 0. For

each arc (𝑥,𝑦) in the Paley graph, we define 𝑓(𝑥,𝑦) (𝛼) = Z𝛼 . Using

this 𝑓 , Paley graphs satisfy Property P1, and hence Property R1.

Proposition 6.5. [6] Let 𝑞 = 4𝑒 + 1 be a prime power. The Paley
graph satisfies Property R1.

The Paley graphs only exist when 𝑞 = 4𝑒+1. They do not achieve
the maximum scale of 2𝑑 ′ + 2 vertices.

7 DESIGN SPACE OF POLARSTAR
We evaluate the scale of network achievable by PolarStar and com-

pare it against the existing diameter-3 topologies.

7.1 Theoretical Analysis
Recall that the degree of star product 𝐺 ∗𝐺 ′

is deg(𝐺)+deg(𝐺 ′),
and the order is |𝑉 (𝐺) | · |𝑉 (𝐺 ′) |. Our structure graph is an 𝐸𝑅𝑞 ,

which has degree 𝑑 = 𝑞 + 1 and order 𝑞2 + 𝑞 + 1, where 𝑞 is a prime

power. If we use a Inductive-Quad supernode of degree 𝑑 ′, we get
7



a PolarStar 𝐺∗ of degree 𝑑∗ = 𝑑 + 𝑑 ′ and order

|𝑉 (𝐺∗) | = (𝑞2 + 𝑞 + 1) (2𝑑∗ − 2𝑞)
The order is maximized for

argmax

𝑞
𝑉 (𝐺∗) =

(𝑑∗ − 1) +
√︁
(𝑑∗ − 1) (𝑑∗ − 2)
3

≈
𝑑∗ − 1 + 𝑑∗ + 1

2

3

≈ 2𝑑∗
3

(2)

Substituting this value of 𝑞, we get that the maximum order of

PolarStar for a given degree 𝑑∗ is

max

Inductive-Quad

|𝑉 (𝐺∗) | ≈
8𝑑3∗ + 12𝑑2∗ + 18𝑑∗

27

. (3)

Similarly, if we use Paley graphs for supernodes,max
Paley

|𝑉 (𝐺∗) | ≈
8𝑑3

∗
27

. Thus, PolarStar asymptotically reaches
8

27

th

of Moore bound

for diameter-3 topologies.

In practice, the degree distribution among factor graphs is con-

strained – (a) 𝑞 must be a prime power in an ER graph of degree

𝑞 + 1, and (b) Inductive-Quad and Paley graphs exist for a subset

of integer radixes, as shown in Table 3. Therefore, we evaluate all

feasible combinations of 𝑑 and 𝑑 ′ = 𝑑∗ −𝑑 for both Inductive-Quad

and Paley supernodes, and select the combination with maximum

order for degree 𝑑∗ PolarStar.

7.2 Scalability in Practice
Figure 1 compares the scalability of PolarStar and other direct

diameter-3 topologies, in terms of their Moore-bound efficiency.

Clearly, PolarStar exceeds the scalability of all known diameter-3

topologies. Compared to HyperX [2] and Dragonfly [24], it achieves

672% and 91% geometric mean increase in the order, respectively.
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Figure 6: Feasible combinations of network radix and order in PolarStar .

Unlike the state-of-the-art Bundlefly [29], PolarStar offers a fea-

sible construction for every network radix and more stable scaling
with respect to the Moore bound. Ignoring outliers in Bundlefly,

PolarStar is 22% geometric mean larger. If Bundlefly outliers are also

considered, PolarStar is 31% geometric mean larger. This increase in

scale results from PolarStar’s use of more scalable structure graphs

and supernodes in its star product, with larger number of achievable

degree distributions for better optimization of scale.

PolarStar also approaches the optimal scale for a star-product

diameter-3 network. This is because: (a) the Erdős-Rényi topology

of structure graph asymptotically reaches the diameter-2 Moore

bound, and (b) the Inductive-Quad supernode topology reaches the

optimal order for graphs satisfying Property R
∗
. In other words,

PolarStar is about as large as it gets for diameter-3 star product

graphs. In order to improve upon it, one would need to either

(1) Design a larger diameter-2 graph than the ER graphs, which

would provide little improvement given the proximity of ER

graphs to the Moore bound, or

(2) Develop new mathematical properties that give a star prod-

uct with diameter-3.

Both of these problems seem difficult and require sophisticated

mathematical breakthroughs.

Except for 𝑘 = 23, 50, 56, 80, the largest PolarStar order for de-

grees 𝑘 ∈ [8, 128] is constructed with the Inductive-Quad supern-

ode. It has higher order and more feasible radixes than Paley graphs.

Besides the largest construction, PolarStar also offers a wide

range of network orders for each radix, as shown in Figure 6. This

diversity of feasible designs is enabled by varying (a) the degree

distribution between external and supernode graphs, and (b) the

choice of supernode graph.

8 LAYOUT
For physical deployment, a modular network topology is desirable,

comprised of smaller identical subgraphs that can be implemented

as blades or racks in a system. Further, if the adjacent modules share

multiple links between them, they can be bundled into Multicore

Fibers (MCFs) to reduce the number of cables in the system [3,

29]. Since PolarStar is a star product of two graphs, it exhibits a

hierarchically modular structure as shown in Figure 7.

We also show that PolarStar supports bundling of inter-module

links. For analysis, we assume a degree 𝑑∗ PolarStar with 𝐸𝑅𝑞 struc-

ture graph of degree 𝑞 + 1, and Inductive-Quad supernode of degree
𝑑 ′ = 𝑑∗ − (𝑞 + 1). PolarStar with Paley supernode exhibits similar

properties. We exploit the PolarFly layout for 𝐸𝑅𝑞 proposed in [25].

The supernode topology is the smallest building block of 2𝑑∗ − 2𝑞

nodes in PolarStar, and is replicated 𝑞2 + 𝑞 + 1 times in its topology

(once per node of 𝐸𝑅𝑞 ). There are 2(𝑑∗ −𝑞) links between each pair

of adjacent supernodes that can be bundled together (Figure 7b),

resulting in 𝑞(𝑞 + 1)2 inter-module MCFs (non-self-loop edges in

𝐸𝑅𝑞 [25]). Thus, from Equation (2), bundling inter-supernode links

can reduce the global cables by a factor of
2𝑑∗
3
.

The next level in modular hierarchy is the clusters of supernodes.
As shown in Figure 7a, the 𝐸𝑅𝑞 structure graph can be divided into

𝑞 + 1 clusters, classified as follows:

• Quadric cluster : single cluster of all 𝑞 + 1 quadrics (supern-

odes incident with a self-loop in 𝐸𝑅𝑞). There are no links

between these supernodes.

• Non-quadric clusters : 𝑞 clusters, each having 𝑞 non-quadric

supernodes in 𝐸𝑅𝑞 . These 𝐸𝑅𝑞 clusters contain
3𝑞−1
2

edges

and
𝑞−1
2

edge disjoint triangles. In PolarStar, these clusters

will contain
3𝑞−1
2

bundles of inter-supernode links.

Multiple bundles of links connect each pair of supernode clusters:

• The Quadric cluster shares exactly 𝑞 + 1 bundles of inter-

supernode links (2(𝑞 + 1) (𝑑∗ − 𝑞) total links) with every

non-quadric cluster.

• Each pair of non-quadric clusters share exactly 𝑞− 2 bundles

of inter-supernode links (i.e. 2(𝑞−2) (𝑑∗−𝑞) individual links).
8



(a) Modular layout for 𝐸𝑅7 graph [25]. Each group
of 3 triangles with a common node is a non-
quadric cluster. All red quadric nodes form an-
other cluster. Magenta edges connect two clusters.

(b) Layout of PolarStar11 with an 𝐸𝑅7 structure
graph. Each 𝐸𝑅7 node becomes an 𝐼𝑄3 supernode
in PolarStar. The highlighted bundles of links and
incident supernodes are a supernode cluster.

(c) Each pair of supernode clusters in PolarStar are
connected by multiple link bundles (in magenta).
Each bundle of links corresponds to a single inter-
cluster link of 𝐸𝑅7 shown in Figure 7a.

Figure 7: Hierarchical Modular Layout for PolarStar derived from a layout for ER structure graphs used in the PolarFly network [25]. Adjacent supernodes are
connected by a bundle of links and adjacent supernode clusters are connected by multiple such bundles.

The hierarchical modular structure of PolarStar is highly suitable

for bundling. Consider the maximum order PolarStar for degree

𝑑∗ with 𝑞 ≈ 2𝑑∗/3 (Equation (2)). Hypothetically, if it is feasible to

bundle all links between a pair of supernode clusters into a single

MCF, then PolarStar will only have these inter-module cables:

(1) Approximately
2𝑑2

∗
9

MCFs, each connecting a pair of supern-

ode clusters.

(2) Approximately
2𝑑2

∗
3

MCFs, each connecting a pair of supern-

odes.

To put it into perspective, a 64−radix PolarStar with 79, 506 nodes

will have only 910 and 2, 730 inter-cluster and inter-supernode

MCFs, respectively, after bundling.

9 PERFORMANCE EVALUATION

Network Parameters # Routers Network
Radix # Endpoints

PolarStar with Inductive-Quad (PS-IQ) 𝑑=12, 𝑑′
=3, p=5 1,064 15 5,320

PolarStar with Paley (PS-Pal) 𝑑=9, 𝑑′
=6, p=5 993 15 4,965

Bundlefly (BF) 𝑑=11, 𝑑′
=4, p=5 882 15 4,410

3-D HyperX (HX) 𝑆 = 10, 𝐿 = 3, p=9 1,000 27 9,000

Dragonfly (DF) a=12, h=6, p=6 876 17 5,256

Spectralfly (SF) 𝜌=23, 𝑞=13, p=8 1,092 24 8,736

Megafly (MF) 𝜌=8, 𝑎=16, p=8 1,040 16 4,160

3-level Fat Tree (FT) n=3, p=18 972 36 5,832

Table 4: Topology configurations used in simulations.

9.1 Topologies
We compare PolarStar with Bundlefly [29], Megafly [16, 37] and

Spectralfly [40] as state-of-the-art diameter-3 networks, 3-D Hy-

perX [2] and Dragonfly [24] as popular diameter-3 networks in

practice, and 3-level Fat trees [30] as the most widely used network.

Networks such as torus, hypercube or Flattened Butterfly have been

shown to have lower performance than these baselines [7, 24]. We

also explored the Galaxyfly family of flexible low-diameter topolo-

gies [28]. A diameter-3 Galaxyfly is isomorphic to a Dragonfly,

which is included in the comparison. The configurations of topolo-

gies used are shown in Table 4. For direct diameter-3 networks,

number of endpoints per router (p) is 1/3 of the network radix. In

Megafly and Fat-tree, half and one-third of the routers, respectively,

have endpoints on half of their ports.

9.2 Routing
We use the following well-known routing schemes to analyze the

performance of PolarStar and other networks:

• Minimal Static Routing (MIN): Every packet between a source
and destination is routed along a pre-determined shortest

path.

• Multiple Minpath Routing (M_MIN): It uses multiple minimal

paths between source and destination, if they exist. At each

hop, ties are broken on the basis of the local output buffer

occupancy.

• Load-balancing Adaptive Routing (UGAL): Valiant routing
uniformly distributes the network load by misrouting each

packet to a randomly selected intermediate router and from

there, routing it to the destination. In our UGAL implemen-

tation, Valiant misrouting is employed when local output

buffers on shortest path(s) have more than 25% occupancy.

For misrouting, we sample 4 feasible intermediate routers

at random and predict overall path latency via these, as a

product of the corresponding local output buffer occupancy

and estimated path lengths. The router with smallest latency

estimate is used as the intermediate.

For DF and MF, MIN and M_MIN are identical. DF only has a

single shortest path between any router pair. MF only has min-

path diversity between routers within the same supernode (group),

which we already account for in MIN.

9.3 Simulation Setup
We analyze network performance using the cycle-accurate Book-

Sim simulator [20]. Simulation parameters (latency, bandwidth) are

9



normalized to the values of a single link. We use packets of size 4

flits each and input-queued routers with 128 flit buffers per port

and 4 virtual channels (VCs). Dragonfly and Megafly respectively

use 2 and 1 VCs for minpath routing, and 3 and 2 VCs for adaptive

routing. A warm-up phase precedes all simulations, for the network

to reach steady-state before measurements.

To analyze network performance, we use synthetic traffic pat-

terns that represent crucial applications. Synthetic patterns are

widely used to compare network topologies [2, 7, 24, 25, 29].

(1) Uniform random traffic – the destination for each packet is

selected uniformly at random (represents graph processing,

sparse linear algebra solvers, and adaptive mesh refinement

methods [7, 25, 41]). .

(2) Random permutation traffic – a fixed permutation mapping

𝜏 of source to destination routers is chosen uniformly at

random. All endpoints on a router 𝑅𝑠 transmit only to corre-

sponding endpoints on router 𝜏 (𝑅𝑠 ). This pattern also emu-

lates permutation traffic under a co-packaged setting where

compute node is integrated with the router.

Permutation traffic is commonly seen in FFT, physics simu-

lations and collectives [7]. The random permutation pattern

represents the traffic generated by these applications when

process IDs are randomly assigned to the nodes.

(3) Bit Shuffle traffic - address of the destination is obtained

by shifting the source address bits to the left by 1 (𝑑𝑖 =

𝑠 (𝑖−1) mod 𝑏 ). This pattern is common in FFT and sorting

algorithms [4].

(4) Bit Reverse traffic - address of the destination is obtained

by reversing the bit order of source address (𝑑𝑖 = 𝑠𝑏−𝑖−1).
This pattern occurs in Cooley-Tukey FFT, binary search and

dynamic tree data structures [18, 36, 39].

Bit Shuffle and Bit Reverse traffic use 2
𝑏
endpoints, where 2

𝑏
is

the largest power of two no more than the total endpoints. The

endpoints on a router have contiguous addresses, and in hierarchi-

cal topologies (PolarStar, Bundlefly, Dragonfly, Megafly, Fat tree),

endpoints in each supernode/sub-tree are also contiguously ad-

dressed. In such topologies, almost all endpoints in any supernode

communicate with only two other supernodes under Bit Shuffle.

9.4 Results
Figure 8 shows a comparison of PolarStar performance against

the baseline topologies, for different routing schemes and traffic

patterns. The labels follow the scheme < topology > - < routing >

and the load is normalized to the peak injection bandwidth.

Overall, PS-Pal and PS-IQ perform well for most of the patterns.

With multiple minpaths, PS-Pal and PS-IQ sustain more than 75%

of full injection bandwidth (load) on uniform traffic. With adaptive

UGAL routing, they sustain between 0.4 to 0.6 of the full load on

various traffic patterns. Their performance is comparable to BF

which is also a star-product topology, and significantly better than

DF with adaptive routing. At small load, latencies of all diameter-3

topologies with minpath routing, are comparable. However, for

PS-IQ, PS-Pal, BF and HX, the use of multiple minimum paths

significantly improves the maximum sustained load.
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(b) Uniform traffic, M_MIN routing.
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(c) Uniform traffic, UGAL routing.
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(d) Random Permutation traffic.
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(e) Bit-reverse traffic, UGAL routing.
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(f) Bit-shuffle traffic, UGAL routing.

Figure 8: Performance comparison of PolarStar and various topologies. We
only measure latency till the highest injection rate where simulation is sta-
ble, beyond which the network is saturated and average latency increases
with simulation time. For RandomPermutation Traffic and Shuffle traffic, FT
exceeds average 100 units latency at approximately 0.9 load – some FT data
points are omitted to improve display clarity for performance of diameter-3
networks.
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Figure 9: Performance comparison of PolarStar of different sizes

For Random permutation and Bit Shuffle, PS-* perform better

than MF and DF. Bit Shuffle performance of MF and DF is poor be-

cause they only have one link between each pair of supernodes [16],

as opposed to BF and PS-* which have a multiple links between the

supernodes. This pattern thus highlights the benefits of star-product

10



topologies over DF and MF. Comparatively, MF performs better on

Bit Reverse pattern which has more balanced load distribution.

For most traffic patterns, HX and SF sustain the highest injection

rate. This is because of high degree of symmetry, and importantly,

the high link density in these topologies. However, HX and SF trade

off scaling efficiency (Figure 1 – 6.7× and 12.8× geometric mean

lower than PolarStar, respectively), resulting in higher construction

cost relative to PolarStar.

PolarStar Size Comparison→ Figure 9 illustrates the performance

of PolarStar for radixes 9 (Paley: 189 routers, IQ: 248 routers), 15

(Paley: 993 routers, IQ: 1064 routers) and 21 (Paley: 2457 routers, IQ:

2928 routers). We keep the ratio of endpoints per router to network

radix is 1:3. Both PS-IQ and PS-Pal exhibit consistent performance

across different sizes for both the routing schemes. There is a slight

variation in saturation bandwidth under M_MIN routing. This is

likely due to the different ratios of supernode and structure graph

degrees, which can cause variations in the number of shortest paths

available between endpoints.
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Figure 10: Performance of different topologies under adversarial traffic.

9.5 Adversarial Traffic
For hierarchical topologies – PS-*, BF, DF and MF, we implement

an adversarial pattern where all endpoints in a supernode transmit

to endpoints in only one other supernode, resulting in congestion

on global (inter-supernode) links. To stress the global links, for

every source and destination pair, we enforce the longest possible

minpath (3-hops in PS-*, BF, DF and MF, and 4-hops in FT), and in

PS-* and BF, also the maximum number of global hops (3 in PS-IQ,

2 in PS-Paley and BF), as shown in Figure 3. This pattern has been

used as a worst-case scenario for BF, DF and MF [16, 24, 29]. Similar

to the random permutation pattern in sec.9.3, all endpoints on a

router transmit to only one destination router. This may not be

the worst-case pattern for PS-* because the true worst-case may

depend on the routing algorithm and the minimum bisection (which

is NP-hard to compute for arbitrary graphs).

Figure 10 shows the network performance under this traffic

pattern. DF and MF saturate at the lowest bandwidth as they only

have a single link between supernode pairs. Comparatively, BF and

PS-* perform better because they have a bundle of multiple links

between every pair of supernodes. PS-IQ performance is superior

to DF, MF, BF and PS-Pal because of the relatively larger proportion

of global links (table 4). Fat tree has the highest saturation, as

expected.

10 STRUCTURAL ANALYSIS
10.1 Bisection Analysis
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Figure 11: Fraction of links crossing the minimum bisection estimated by
METIS [21]. PolarStar, Bundlefly and Spectralfly use their largest feasible
(diameter-3) constructions for each radix. Jellyfish has the same radix and
scale as PolarStar. Fat-tree and Megafly bisection is normalized by the net-
work links incident with routers that have attached endpoints.

Figure 11 shows the minimum bisection of different topologies

for network radix in range [8, 128]. The minimum bisection is esti-

mated using METIS [21] for PolarStar, Spectralfly, Megafly, Bundle-

fly, Jellyfish and Dragonfly. Among the direct networks, Jellyfish

has the highest fraction of links in bisection due to the random

connectivity between vertices, although its diameter is more than

3. Spectralfly uses Ramanujan graphs that optimize the expansion

properties. Hence, it has a large bisection (comparable to Jellyfish),

but it has very few feasible diameter-3 constructions. Among the

other diameter-3 topologies, PolarStar has the highest proportion
of links crossing the bisection, with an average of 29.6% across all

radixes. Comparatively, Bundlefly, Dragonfly, HyperX and even the

indirect Megafly only have 22.9%, 17.8%, 17.4% and 25.5% links in

the bisection cut, respectively. The improved bisection cut can be

attributed to the near-optimal

(1) expansion of ER topology of the structure graph [25], and

(2) radix distribution across supernode and structure graphs due

to plethora of choices for supernode radix.
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Figure 12: Minimum bisection of PolarStar with Inductive-Quad and Paley
supernodes, approximated by METIS [21].

Figure 12 shows the size of bisection cut of PolarStar as a function

of radix and supernode topologies. PolarStar with Inductive-Quad

and Paley supernodes have an average 29.5% and 26.6% edges in

the bisection cut, respectively. The former also offers a more stable

bisection across a range of radixes. This is because Inductive-Quad

has more feasible radixes and allows better distribution of radix
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between structure graph and supernode. Comparatively, the limited

choice of radixes for Paley graphs may result in a PolarStar with

large supernodes and small structure graphs. Such a network will

have small bisection because most of the links are concentrated

within dense supernode subgraphs.
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tween nodes that have endpoints. For clarity, topologies are split across two
graphs.

10.2 Fault Tolerance
To estimate fault tolerance, we simulate 100 random link failure

scenarios until disconnection, for the networks given in Table 4.

We randomly select a simulation with median disconnection ratio,

and report the variation in network diameter and average shortest

path length in Figure 13.

PolarStar, Bundlefly and Jellyfish have similar resilience with

a 60% disconnection ratio. Dragonfly has a higher 65% disconnec-

tion ratio. However, at low failure ratios, Dragonfly’s diameter and

average shortest path length increases more rapidly. This is likely

because if a global link fails, traffic between corresponding Dragon-

fly groups is routed via another group. HyperX and Spectralfly are

the most resilient of diameter-3 topologies due to higher connection

density, although they suffer from poor scalablity (Figure 1).

All of the direct topologies evaluated in Figure 13 have a much

higher disconnection ratio than the indirect topologies Fat-tree and

Megafly. Similar to Dragonfly, Megafly has only one global link

between each pair of groups. Hence, its diameter increases to 6with

just 5% failed links, and its average shortest path length increases

more rapidly than the Fat-tree.

11 CONCLUSION
We presented PolarStar – a novel diameter-3 network topology

based on star product of factor graphs. PolarStar exhibits state-of-

the-art scalability for diameter-3 networks with 91% and 31% geo-

metric mean increase in scale over Dragonfly and state-of-the-art

Bundlefly, respectively. PolarStar has several desirable properties

including a modular layout, a large design-space, high bisection

bandwidth, and is amenable to bundling of global links into cost-

effective multi-core fibers.
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